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Abstract

Mathematically, the interface motion is expressed implicitly in an equation for the conservation
of thermal energy at the interface (Stefan’s conditions). This introduces a non-linear charac-
ter to the system which treats each problem somehow uniquely. Due to their wide range of
applications the phase change problems have drawn considerable attention of mathematicians,
engineers and scientists. These problems are often called Stefan’s or moving boundary value
problems. One common feature of phase change problems is that the location of the solid-solid
interface is not known a priori and must be determined during the course of analysis. The so-
lution is obtained either by analytical solution or numerical methods. Recently, the numerical
methods have focused on the idea of using a mesh-free methodology for the numerical solution
of partial differential equations based on radial basis functions. Level set methods have become
an attractive design tool for tracking, modelling and simulating the motion of free boundaries
in fluid mechanics, combustion, computer animation and image processing. The surface itself
is zero level set of an implicit function in a higher dimension. In our case we will study solid-
solid transformation. The numerical solutions will be compared with analytical solutions. In our
work we will present radial basis functions and level set methods for solving one-dimensional
Stefan’s problems.
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1 Introduction

One common feature of phase change problems is that
the location of the solid-liquid or solid-solid interface
is not known apriori and must be determined during
the course of analysis. Phase change problems can be
found in the safety studies of nuclear reactors, casting
of metals, semiconductor manufacturing, geophysics
and industrial applications involving metals, oil, and
plastics. Due to their wide range of applications the
phase change problems have drawn considerable atten-
tion of mathematicians, engineers and scientists. These
problems are often called Stefan’s or moving boundary
value problems.

The exact solution of phase change problems is limited
exclusively to the cases in which e.g. the heat transfer
regions are infinite or semi-infinite one dimensional-
space. Therefore, solution is obtained either with ap-
proximate analytical solution or by numerical methods.

The mesh-free method has been widely investigated in
the past and emerged as a new category of computa-
tional methods. One of its advantages is that no mesh
generation is required to solve differential equations nu-
merically. It is well known that in the traditional nu-
merical methods, such as finite element methods, finite
difference methods, boundary element methods, it is
usually difficult and takes considerable effort to gen-
erate proper meshes for computational purposes. This
is especially true for three–dimensional problems with
complicated geometry in engineering applications. One
of the common characteristics of all mesh-free meth-
ods is their ability to construct functional approxima-
tion or interpolation entirely based on the information
given from a set of scattered nodes.

In our case we will study solid state phase transfor-
mation problem in binary metallic alloys. The numer-
ical solutions will be compared with analytical solu-
tions and moving data centers method [1]. This paper
will show usefulness of radial basis functions for one–
dimensional Stefan’s problems. The position of the
moving boundary will be simulated by level set method.

2 The Meshless Method

The meshless method is currently at the stage of deve-
lopment. Various approaches and computational proce-
dures have been proposed in the literature. Not every
method that is claimed to be meshless is really mesh-
less. The true meshless method must provide a com-
putational procedure without relating to any mesh point
connectivity.

Three different approaches to develop meshless meth-
ods have been successfully proposed. The first one is
based on the spirit of the finite element method and
employs Petrov–Galerkin weak formulation. Detailed
theories and formulation can be found in the book by
Atluri and Shen [2].

The second approach is of boundary element type. It
attempted to discretize boundary integral formulation
without employing a mesh. Grid points in this approach

are all on the boundaries. Several procedures [3] have
been proposed with different discretization concepts.

The third approach employs radial basis functions
(RBFs). The base of this approach is its employment of
high-order interpolating functions to approximate solu-
tions of differential equations. All RBFs possess the
property that their values are determined only by the
distance and have nothing to do with directions. Kansa
[4] introduced multiquadric functions to solve hyper-
bolic, parabolic and elliptic differential equations with
collocation methods. One of the most powerful RBF
method is based on multiquadric basis functions (MQ),
first used by R. L. Hardy [5].

3 Radial Basis Function Methods
Radial basis function methods have been praised for
their simplicity and ease of implementation in multi-
variate scattered data approximation, and they are be-
coming a viable choice as a method for the numeri-
cal solution of partial differential equations. Compared
to low–order methods such as finite differences, finite
volumes and finite elements, RBF–based methods offer
numerous advantages, such as no need for a mesh or
triangulation, simple implementation and dimensional
independence, and no staircasing or polygonization for
boundaries.

A radial basis function is a function ����� � ���� �
����, which depends only on the distance between � �
�� and a fixed point �� � ��. Here, � is continuous
and bounded on any bounded sub-domain� � ��. Let
� denote by the Euclidean distance between any pair of
points in the domain �.

The commonly used radial basis functions are:

���� � �� linear�

���� � ��� cubic�

���� � �� ��� �� thin-plate spline�

���� � ����
�

� Gaussian�

���� � ��� � ���
�

� � multiquadric�

���� � ��� � ����
�

� � inverse multiquadric�

4 The Level Set Method
The level set method first introduced and devised by Os-
her and Sethian [6]. It is one computational technique
for tracking a propagating interface over time, which
in many problems has proven to be more accurate in
handling complexities in the evolving interface such as
entropy conditions and weak solutions. It is a robust
scheme that is relatively easy to implement.

4.1 Level Set formulation

In the level set formulation of moving interface, the
interfaces, denoted by 	, are represented implicitly
through a level set function 
��� ��, where � is a po-
sition of interface, � is a moment in time. Usually, the
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 is defined as a signed distance function to the inter-
face. The moving interface is then captured at all time
by locating the set of 	��� for which 
 vanishes. The
level set function is advected with time by a transport
equation which is known as level set equation:

�


��
� 	���
� � �� 
��� �� � 
����� (1)

where 
���� embeds the initial position of the interface
and 	� is the normal component of the velocity of the
interface:

	� � � � �


��
� � (2)

where ��
���� is the unit normal to the surface�.

Taking into account a continuous extension of the in-
terface velocity �, then the evolution of the level set
function can be done by the hyperbolic equation for the
level set equation:

�


��
��
 � � � �� 
��� �� � 
����� (3)

In our case a continuous extension of velocity � is taken
as the (steady) solution of the following evolution equa-
tion [7]:

��	

�

� ��	

��
�� � �� (4)

where 
 denotes a fictitious time step not related to the
main time step and the sign is determined from the nor-
mal direction of the level set function.

In this paper, the RBFs are incorporated into level set
methods to construct a more efficient approach. At the
initial time, all the time dependent variables should be
specified over entire domain. The initial value prob-
lem (1) can be considered equivalent to an interpolation
problem, and hence the starting point of the use of RBFs
to solve partial differential equations is the interpolation
problem. Further, the spatial portion is approximated
by the RBFs and the temporal variations are approxi-
mated by the time dependent expansion coefficients.

5 Solution construction using RBFs
To introduce RBF collocation methods, we consider a
PDE in the form of

�� � 
��� in � 	 ��� (5)

� � � ���� on ��� (6)

where � is concentration, � is the dimension, �� de-
notes the boundary of the domain �, � is the differen-
tial operator on the interior, and � is an operator that

specifies the boundary conditions of the Dirichlet, Neu-
mann or mixed type. Both, 
 and �, are given functions
mapping�� 
 �.

Instead of using polynomial construction for a solution,
� is approximated by linear combination of RBFs and
polynomials:

� � ���� �
��
���

������� �

��
���

�������� (7)

where � can be any radial basis function from the list,
��� � � � � �� � 
�

	 are polynomials of degree� or less,
� ��

�
	����

�

�
[8] and � � � indicates the Euclidean

norm. Let �����
���� be the� � �
 ��� collocation
points in � � ��. We assume the collocation points
are arranged in such a way that the first �
 points are
in �, whereas the last �� points are on ��. To solve
for the � �� unknown coefficients, � �� linearly
independent equations are needed. By choosing� dis-
tinct collocation points �
 � ���� � � � ����


 	 �
and �� � ������� � � � ���
 	 �� and ensuring that
���� satisfies (5) and (6) at the collocation points re-
sults in a good approximation of the solution �. The
first � equations are given by

��
���

�� ������� �
��
���

�� ������� � 
����

for � � �� � � � � �
 (8)

��
���

�� � ������ �

��
���

��� ������ � �����

for � � �
 � �� � � � � � (9)

The last � equations could be obtained by imposing
some extra condition on ����:

��
���

���
���� � �� � � �� � � � ��� (10)

This leads to the equivalent matrix form: �� � � or

�
� �� ��
�� ��
�� �

�
� � �

�

	
�



	


�

�
� (11)

where
�� � �������� �� � �
 (12)

�� � �������� �� � �
 (13)

�� � � ������� �� � �� (14)
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�� � � ������� �� � �� (15)

� � �
����� � � �� � � � ��� (16)

For the diffusive equation (19) we used implicit
scheme:

���� � ��
Æ�

�

�
�
������

���



� (17)

where Æ� is the time step and �� and ���� are the con-
centrations at the time �� and ����. The approximate
solution is expressed as :

���� ����� �
��
���

����� ����� �
��
���

�������� (18)

The choice of basis function is another flexible features
of RBF methods. RBFs can be globally supported, in-
finitely differentiable, and contain a free parameter, �,
called the shape parameter. This leads to a full coeffi-
cient matrix.

The shape parameter affects both the accuracy of the
approximation and the conditioning of the interpolation
matrix. In general, for a fixed number of centers � ,
smaller shape parameters produce the more accurate
approximations, but also are associated with a poorly
conditioned matrix. The condition number also grows
with � for fixed values of the shape parameter �. In
practice, the shape parameter must be adjusted with
the number of centers in order to produce an interpo-
lation matrix which is well conditioned in finite preci-
sion arithemetic. Many researchers (e.g. [9]–[10]) have
attempted to develop algorithms for selecting optimal
values of the shape parameter �. The optimal shape pa-
rameter � is still an open question.

In our case we used an iterative mode by monitoring
the spatial distribution of the residual errors in � and
�� as a function of �. The iterations are terminated
when errors are smaller then a specified bound. This
map is then used to guide the search of the optimal
shape parameter � that the best approximate the solu-
tion. In our study we usually used multiquadric (MQ)
RBF. The generalized form of the MQ basis function is
����� � ���� ���� � ��� �� , where �� �� � ��, and �
is a non integer � ����.

6 The problem
6.1 The physical model

In this study we consider classical Stefan’s problem:
the solid state phase transformation problem in binary
metallic alloys which is described in [11]. In that prob-
lem a volume of constant composition is surrounded by
a diffusive phase. In the interface between the particle
and the diffusive phase a constant concentration is as-
sumed, and the gradient of the concentration causes the

movement of the interface. This problem is also called
solid–solid transformation.

6.2 The mathematical model

We consider the domain � containing a diffusive phase
��� and the part where the material characteristic �	��

remain of constant composition �	��. The particle dis-
solves due to Fickian diffusion in the diffusive phase.
The concentration at the interface 	, separating �	��

and ���, is assumed to be given by the constant value
����. The concentration gradient on the side of ��� at 	
causes its displacement. The governing equations and
boundary conditions of this problem are:

��

��
��� �� � ������ ���

� � ������� �  �� (19)

���� �� � �	��� � � �	������ � � �� (20)

���� �� � ������ � 	���� � � �� (21)

��	�� � �����	���� �� � ���
��

��� ���

� � 	���� �  �� (22)

where � is the coordinate vector of a point in �, �
means the diffusivity constant, � is the unit normal vec-
tor on the interface pointing outward with respect to
�	����� and 	� is the normal component of the velocity
of the interface. The initial concentration ���� �� inside
the diffusive phase is given. We assume no flux through
the boundary:

��

��
��� �� � �� � � ��������	���� �  �� (23)

hence mass is conserved.

6.3 The numerical solution methods

In our model the motion of the interface is determined
by the gradient of concentration, which can be com-
puted from the solution of the diffusion equation. Here
we present an interpolative moving data center method,
in which the data centers are computed for each time
step and the solution is interpolated from the old data
centers to the new. The equations are solved with col-
location methods using MQ RBF. The position of the
points depend on time. An outline of the algorithm is:

� Compute the concentrations profiles solving equa-
tions (19), (20), (21) and (23);

� Predict the position of boundary !� at the new
time–step: !��� � ��� using boundary condition
(22);

� Once the boundary is moved, the concentration �
can be computed in the new region using Eq. (19).
The solution is interpolated from the old data cen-
ter to the new.
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6.4 Analytical solutions

In numerical experiments we will compare our numeri-
cal solutions with the analytical solutions that exist for
the problem presented above. These solutions are ex-
pressed as functions of �����

�
as proved in [12], and the

domain � � ��� "� has to be infinite or semi–infinite.
The interface position is given by !��� � !� � ��

�
�,

where the constant � is obtained by solving the follow-
ing equation:

� �
�� � ����
�	�� � ����

�
�

#

�������

� �

����� ��
�
�
� (24)

When � is known, the concentration is given by

���� �� �

���
��
�	�� if � $ !����

�� �
����� � �������� ����

�
�
��

�

����� ��
�
�

� if � � !����

where �	�� is the concentration inside the material and
�� is the initial concentration of the diffusive phase. !�
is the initial position of the interface.

We assume a piecewise initial concentrations as fol-
lows:

���� �� �

��
�
�	�� if � � �	�� � ��� !���
���� if � � !��
�� if � � ��� � �!�� "��

7 Level Set Method Construction with
RBFs

The preliminary starting point of the use of RBFs to
solve PDEs is the interpolation because the advection
of the level set function by a transport equation is equiv-
alent to solving the initial value problem.

7.1 Interpolation of the level set function

In the present construction of the implicit level set func-
tion, the MQ RBFs is used to interpolate the scalar im-
plicit level set functions 
��� with � points by using
� MQs centered at these points. The resulting RBF
interpolant of the implicit function can be written as


��� �

��
���

������� � ����� (25)

where �� is the weight of the radial basis function po-
sitioned at the %th center.

For the two-dimensional modeling problem, ���� can be
given by

���� � �� � ���� ��&� (26)

Due to ensure a unique solution, the RBF interpolant of

��� must be subject to the following constraints

��
���

�� � ��

��
���

���� � ��

��
���

��&� � �� (27)

Knowing the interpolation data values 
�� � � � � 
� � '(
at the centers ��� � � � ��� � � 	 '(, the RBF inter-
polant (25) can be obtained by solving the system of
��� linear equations for��� unknown coefficients:


���� � 
� � � �� � � � � �� (28)

Considering the constraints (27), the equation (28) can
be re-written in matrix form as

�� � 	 � (29)

where

� �

�
� 



� �

	
� '(����	�����	� (30)

� �

�
��
������ � � � �� ����

...
. . .

...
����� � � � � �� ��� �

�
�� � '(��� � (31)


 �

�
��

� �� &�
...

...
...

� �� &�

�
�� � '(���� (32)

� � ��� � � � �� �� �� ���
� � '(���� (33)

	 � �
� � � � 
� � � ��� � '(���� (34)

The generalized expansion coefficients can be obtained
by

� � ���	 � (35)

The resulting RBF interpolant of the implicit function
can be re-written compactly as


��� � �� ����� (36)

where

� � ������ � � � �� ��� � � &�� � '(����	��� (37)
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7.2 Level set equation

Since the Hamilton-Jacobi PDE (1) is time dependent,
it is further assumed that all knots are fixed in space and
the space and time are separable, and therefore the RBF
interpolant of the implicit function in equation (36) be-
comes time dependent as


��� � �� �������� (38)

Substituting equation (38) in (1) yields

��
��

��
� 	��������� � �� (39)

where

�������� �
�
�����

��
�

��

�

�
���

�&
�

��
�
�
���

�

(40)

��

��
�

�
���
��

� � �
���
��

� � �

	�
� '(����	��� (41)

��

�&
�

�
���
�&

� � �
���
�&

� � �

	�
� '(����	��� (42)

The initial value problem can be considered equivalent
to the interpolation problem since the expansion coef-
ficients at the initial time are found as a solution of the
interpolation problem [13]. Therefore the preliminary
starting point of the use of RBFs to solve PDEs is the
interpolation problem that is equivalent to solving the
initial value problem. The original equation (1) is thus
converted into a time-dependent interpolation problem
for the initial values of expansion coefficients and the
propagation of the front is governed by the time depen-
dent equation (39).

For time advance the initial values of � in equation
(39) we used a collocation formulation of the method
of lines. The governing equation of motion of the front
(39) is extended to the whole domain and the normal
velocities 	� at the front are thus replaced by the ex-
tension velocities 	�� in �. All nodes of domain are
taken as fixed nodes of RBF interpolation. We also take
into consideration constraints which must be introduced
to guarantee that the generalized coefficients � can be
solved.

Using the present collocation method for N points and
above mentioned constraints [13], a set of resulting
ODEs can be compactly written as:

�
��

��
����� � �� (43)

where

���� �

�
�������

	������������ ������
...

	����� ������� ������
�
�
�

�
�������
� '(����	���

(44)

The set of ODEs can be solved by several ODE
solvers such as the first-order forward Euler’s method
and higher-order Runge-Kutta, Runge-Kutta-Fehlberg,
Adams-Bashforth, or Adams-Moulten methods [14].

It was used the first-order forward Euler’s method, an
approximate solution to equation (43) is the following:

������� � ������ ���������� (45)

where �� is the time step, and exact explicit time inte-
gration. Equation (43) has the following form:

��

��
��� � �� (46)

where � �����	���� � 	�����. The solution has the
following form:

���� ��� � �������������� ���� (47)

where ���� is a MATLAB exponential matrix func-
tion represents the series expansion or a rational frac-
tion:

���������� � ������ ���������� � � � � � (48)

8 Numerical Example

For the simulations we used data from [11]: the concen-
tration inside the part where the material characteristics
remain constant �	�� � ����, the concentration on the
interface ���� � �, the initial concentration of the dif-
fusive phase �� � ���, the diffusivity constant � � �,
the domain length " � � and the initial position of the
interface !� � ���.

Let � be the total number of grid intervals, � of those
lie inside constant composition and� � � lie inside the
diffusive phase. The grid is uniform in each phase and
the interface is always located in the ��� node. Due to
the movement of the interface, the grid is adapted at
each time step.

In numerical experiments it was also included MQ ex-
ponent, � as additional parameter to be optimized. The
MQ exponent, � had values ��� and ���. In fig. 1
the movement of the interface positions calculated with
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Fig. 1 Interface position vs. time

moving data centers method and level set method is pre-
sented.

The future and present studies are already headed for
using RBFs in level set method for two dimensional
problems. Therefore we would like present a few ex-
amples of preliminaries results. We begin with a level
set evolution of the form

�


��
� ��
� � �� (49)

Using force in normal direction is presented in fig. 2,
actually evolution of circle in normal direction.
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Fig. 2 Shrink in normal direction

We continue with a level set evolution of the form

�


��
� ��
� � �� (50)

The inversely situation is presented in fig. 3.
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Fig. 3 Expand in normal direction

The next example is presentation of transport equation
(3). We will present the rotation of the solid body. Con-
sider the rotation of a ellipse centered at (0.0,-0.45) in
a vortex flow with velocity field �	�� 	�� � ��&� ��. A
half cycle of rotation of zero contour of the level set
function at different points and time during the rotation
of a ellipse is presented in fig. 4.
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Fig. 4 Rotation of a ellipse

9 Discussion and Conclusion

Comparison of positions of the moving boundary calcu-
lated with moving data centers method and MQ �� �
���� and MQ �� � ���� (Fig. 1) shows that MQ
�� � ���� determines the position of the interfaces
much more accurately than MQ �� � ����. The simula-
tions have also shown that the value of the shape param-
eter � which was computed by residual error procedure
was in the range between 0.01 and 0.09. This confirms
the fact that for a fixed number of centers � , smaller
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shape parameters produce more accurate approxima-
tions. The results have shown that � should be greater
than 0.5 if we want to get reasonable results.

From the results of the last chapter we can also see that
RBFs can be easily included in 2D level set formula-
tion. Figures 2, 3 and 4 show that we can get with using
MQ in 2 dimensional examples logical results. In our
future work we will include RBFs in three dimensional
level set formulations.

Comparison of positions of the moving boundary calcu-
lated with moving data centers method �)�� � ����
and the level set method (Fig. 1) also shows that mov-
ing data centers method gives in this case better results.

It is important to mentioned that, the timestep size
should be small to achieve the numerical stability due to
the Courant–Friedrichs–Lewy (CFL) condition for the
stability. A small timestep size together with a large
number of RBF ponints can be used to achieve an ac-
curate solution to the original Hamilton–Jacobi PDE,
but the computational time will be increased signifi-
cantly and the computational efficiency may pose a se-
vere problem. In our case we have improved the effi-
ciency like this that we constraint on the timestep size
and total time number of RBF ponits.

To achieve better accuracy, the resultant system of
RBF-PDE problem usually becomes badly conditioned.
Several different strategies [15] have been somewhat
successful in reducing the ill-conditioning problem
when using RBF methods in PDE problems. The strate-
gies include: variable shape parameters, domain de-
composition, preconditioning of the interpolation ma-
trix, and optimizing the canter locations.

We conclude that the Kansa method is a valid alterna-
tive to the analytic solutions. It has simpler implemen-
tation and we can easily use in the level set formula-
tions. The only geometric properties that are used in
RBF approximation are the pair-wise distances between
points.

In the future work we will use the Gershgorin circle the-
orem that could be useful tool for choosing appropriate
RBFs. For each value of shape parameter, eigenvalues
and their distribution can be studied, therefore obtain-
ing knowledge concerning properties of an approxima-
tion matrix and their role being played in finding better
approximation of computed data to solution of equa-
tion.

Gerschgorin theorem simplifies and optimizes the cal-
culation of eingevalus of a matrix, which can, other-
wise, be quit time consuming work. The very task is
limited to summation of elements in a particular row,
which gives the length of an interval on which the ap-
propriated eingenvalue lies; position of that interval is
determined with its centre point and calculated from the
diagonal element in row of an approximation matrix.

Sketch of the proof. The idea of looking of optimal
shape parameter is actually equal to the problem of find-
ing extreme. Since the function used in iterative algo-
rithm as defined, satisfies a Lipschitz condition it con-

tains a fixed point. That means the sequence of matri-
ces, converges to the scalar matrix. Therefore, as ma-
trix function depends on the spectra of the matrix. Such
a function is used in algorithm then it is logical that
shape parameter equals to an element of diagonal. If
Gershgorin intervals are narrowed then eigenvalues of
the matrix are also flowing together. Therefore, in the
matrix sequence expansion the eigenvalues of matrix is
also flowing together to the diagonal element or opti-
mal shape parameter. So, if the intervals narrow then
the value of the elements off the diagonal tends to the
0. In the limit we can get scalar matrix which eigen-
value is equal to the shape parameter.
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