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Abstract

In this paper we present a new approach for combining discrete optimization
algorithms, which resulted from a simulation of several scenarios of information
exchange between algorithms running in parallel. We show that a group of parallel
metaheuristics can create probabilistic “hints” for colony of artificial ants, which
solves the same instance of a Traveling Salesman Problem (TSP). These “hints”
are realized by creating intersections of solutions from fast independent solvers
and they can be used to improve optimization process. A convergence speedup
is shown for a group of Simulated Annealing algorithms together with Max-Min
Ant System (variant of Ant Colony Optimization) on non-geometric TSP and for
a given time window. This effect holds for random instances of sizes in of order
of magnitude of 103. Presented model of cooperation between algorithms is a first
step on the path to a complex metaoptimization system based on combinations of
heuristics. We show, that the cooperation of diverse optimization algorithms can
in some sense give better results than a homogeneous set of algorithms.
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1 Introduction
In last decades, several models of ant colonies were de-
veloped to solve combinatorial optimization problems.
These metaheuristics are appealing not only for its sim-
ple conceivability. What makes this family of algo-
rithms unique is a representation of the gained knowl-
edge. Like in other metaheuristics, we evaluate series
of problem solution candidates and try to create new so-
lutions closer to optimum. In contrast to them, we store
the knowledge in the probabilistic form. This is in fact
a simplified model of real colonies of ants, where the
collective behavior of the whole ant colony is driven by
the chemical substance called pheromone, that is stored
in the environment by all individuals. The model is rep-
resented as a matrix of decimal numbers.

We tried to examine several ways to further improve re-
sults of optimization process by generating additional
hints for the colony of artificial ants. These hints can
be generated by other heuristics running in parallel on
multi-core processors, that are included in today’s com-
puters. We are concerned about benefits of cooperation
of diverse optimization algorithms, mainly the question
if such a diverse cooperation could outperform sets of
same algorithms running in parallel. Diversity is con-
sidered an important requirement for both natural and
artificial evolution and also No free lunch theorem in
search and optimization [1] suggests that each algo-
rithm has its weakness.

We will test our idea on well known benchmark - Trav-
eling Salesman Problem (exhaustive survey including
methods mentioned in this paragraph in [2]), because
of its simple formulation and easy visualization. Ex-
isting similar approach is Tour Merging [3], where the
union of several discovered solutions is used as a input
graph for further search for better solution. This way
the search space is strongly reduced at the cost that we
can miss the global optimum. In contrast to this algo-
rithm, we use stronger intersection of several solutions
and we use probabilistic representation to leave small
probability of exploration for the whole search space.
Another interesting approach for combining several so-
lutions for Traveling Salesman Problem is called Alter-
nating Cycles [4].

The main question of this research is whether we can in
some cases benefit from combination of optimization
algorithms.

2 Background
2.1 Traveling Salesman Problem (TSP)

TSP [2] is a well known combinatorial optimization
task often used for testing new ideas in combinatorial
optimization and for algorithm benchmarking. One ad-
vantage of TSP is that it can be simply informally de-
scribed. Given a set of cities we want to find a shortest
closed path containing all cities. In our experiments, we
use standard version with symmetric distances between
cities and also asymmetric and non-geometrical version
with randomly generated distances between cities.

Many heuristic approaches to solve TSP were devel-
oped. In our experiments, we used a number of them,
but we will describe only two of them, which were a
part of the successful configuration: Max-Min Ant Sys-
tem and Simulated Annealing.

2.2 Max-Min Ant System (MMAS)

MMAS ([5], [6]) is a heuristic from the family of Ant
Colony Optimization (ACO) algorithms. We used it,
because MMAS usually produces better results than
other ACO algorithms. It is inspired by indirect com-
munication in real ant colonies - laying and following
the pheromone trails. When searching for food, ants use
a pheromone trail (fig.1) to mark their paths between
the food and the nest. Other ants are more likely to fol-
low the trails with greater amount of pheromone and if
they find enough food, these trails are reinforced. Ran-
dom deviations from their paths also make it possible
to gradually shorten the length of the path. Pheromone
evaporation allows to forget less convenient paths.

Fig. 1 Schema of TSP problem solved by MMAS.
Thicker lines mean higher amount of pheromone and
thus higher probability of selection by ant during a path
construction.

Important property of this algorithm is that it stores
quality of edge between all pairs of cities in the form
of matrix of real numbers. This probabilistic repre-
sentation allows us to adjust the probability of inclu-
sion of the edge in solution. We can use some ad-
ditional knowledge and simply increase values for se-
lected edges.

MMAS uses ants with a memory containing partial
tours between cities. The probability of moving from
city i to allowed (unvisited) city j is given by

pij(t) =


[τij(t)]

α·[ηij ]βP
j∈allowed[τij(t)]

α·[ηij ]β if j ∈ allowed

0 otherwise
(1)

where τij(t) is the amount of pheromone between city
i and j, ηij = 1/dij called visibility is computed from
distance dij between cities, and α and β are parameters
which allow the user to control the importance of the
pheromone and visibility.

After ants constructed their paths, pheromone between
every two cities is evaporated and then reinforced:

τij(t+ 1) = ρ · τij(t) +Q/L(t) (2)

for all edges (i, j) that are present in the best tour found
T (t). Here ρ is evaporation factor, and the amount of



the pheromone to be added is calculated from the length
of the best tour Lk(t) and a constant Q.

MMAS limits the possible amounts of pheromone to
the interval < τmin, τmax > to keep the probability of
choosing each path greater than zero but not extremly
high. This helps the algorithm to keep chances of escap-
ing from local optima. Initial amounts are set to τmax to
boost up random search in the early iterations. Impor-
tant technique for improving time complexity is restric-
tion of set of examined cities to a limited neighborhood
of the actual city.

2.3 Simulated Annealing (SA)

SA [7] is another probabilistic metaheuristic inspired by
metallurgical process of heating and controlled cooling
of material. Result of this process is a structure with-
out defects, because atoms form crystals with optimal
energetic state. In optimization we repetitively make
random changes to the actual solution and with some
probability we accept solutions with the worse quality.
This probability is slowly decreasing and is a function
of parameter called temperature.

Both metaheuristics use random changes, which were
in this case implemented by running random pair of dis-
tortion procedures from: swapping of two cities, invert-
ing a subpath, shifting a subpath.

2.4 3-OPT

The previous algorithms are useful for global optimiza-
tion, but to achieve good results, we have to accompany
their usage with local search algorithms which are able
to lead the optimization process to local optima. Sim-
ple local search for TSP is 3-OPT algorithm that con-
sists of repetitive removal of 3 edges from existing so-
lution and consecutive reconnection of partial paths in
the best possible way. In [8] authors also describe sev-
eral important techniques for algorithm speed-up (lim-
ited fixed radius search, don’t lookup bits, etc.), which
are important to implement to achieve reasonable per-
formance for larger problems.

Fig. 2 Example of 3-OPT move. Dotted edges from the
left solution are reconnected in the best possible way in
the solution on the right side.

3 Proposed models of algorithm combina-
tion

Examined models of parallel combination can be di-
vided according to used algorithms:

• homogeneous combination - same algorithms

• heterogeneous combination - different algorithms

and according to the type of information exchange:

0. no exchange - referential

1. the best exchange - immediately distribute new
best solution

2. individual pools - maintain pool of solutions (e.g.
in Genetic Algorithm), algorithms can ask for in-
dividual (solution) from the pool

3. probabilistic pools - maintain probabilistic model
of solution (e.g. in Max-Min Ant System), gener-
ate new solution on request

4. probabilistic hints - maintain probabilistic model
of solution, gain knowledge from other running al-
gorithms and use it to change probabilities

In our experiments, we were untill now successful only
with variant 4, which is the subject of this paper. For
other variants we were not able to reach any type of
significant improvement in comparison with variant 0
- parallel independent execution of several instances of
the best heuristic from the implemented set. Algorithm
with probabilistic hints will be described in the next
section.

3.1 Ant Colonies with Hints Generated by Parallel
Heuristics

Our approach can be divided into two parallel subsys-
tems. The first of them is creation of set of edges which
are very likely to appear in good solutions. We con-
struct this set by calculating intersection of several so-
lutions. Edges that appear in all (different) solutions are
stored as a “hint” for the second subsystem. Example
of such intersection is in fig. 3. In our experiments,
we used Simulated Annealing heuristics (with 3-OPT)
running in parallel and we calculated the intersection
regularly.

Fig. 3 Part of TSP problem with marked intersection
of six solutions from independent Simulated Annealing
runs. This information can be used as a hint for Max-
Min Ant System algorithm to speed up its convergence.

The second component is Max-Min Ant System algo-
rithm (with 3-OPT) with matrix of probabilities of tran-
sitions from one city to the next one. Again, this algo-
rithm is running in parallel with Simulated Annealing
algorithms from the first subsystem. In regular inter-
vals, hints are stored into the pheromone matrix and in
this way probability of including promising edges in the
new solutions is increased. Diversity of solutions is de-
creasing with time which means that number of edges
present in all solutions is increasing (see fig. 4).



To update pheromone on appropriate edges we have to
modify equation 2 for edges from the set of hints:

τij(t+ 1) = ρ · τij(t) + σ ·Q/L(t) (3)

where σ is reinforcement factor for hints, that can be set
for example to 2 to achieve twice as high probability
for those edges. For edges included in the so far best
tour but missing in the intersection of SA results, the
original equation holds (σ = 1).
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Fig. 4 Diversity of solutions from three Simulated An-
nealing algorithms is decreasing in time. Value on y
axis shows ratio of edges that are not present in solu-
tions from all three SAs.

4 Experiments
For our experiments we used TSP data generator used
in 8th DIMACS competition and described in [9]. In-
stances of size 2−5×103 were used for all three types:
E - uniform, C - clustered and M - non-geometric. No-
tation E3k.0 means uniformly distributed 3000 cities
with generator random seed set to 3000 + 0. We tested
all strategies of algorithm cooperation on them, com-
paring it with results of independent algorithms run.
Sizes were chosen to fit in memory (note that MMAS
requires n2 space to maintain the whole pheromone ma-
trix), running time was reasonably long to cover im-
portant changes in performance of different algorithms.
We used four core processor and ran four algorithms
in separate threads. All experiments were repeated 30
times.

In presented graphs, we use the following shortcuts:

• SA4 - four parallel SA algorithms without ex-
change of solutions

• MMAS4 - four parallel MMAS algorithms with-
out exchange of solutions

• MMAS1,SA3 - one MMAS and three SA algo-
rithms without exchange of solutions

• MMAS1+SA3hints - one MMAS with hints from
three SA algorithms
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Fig. 5 Comparison of average results for SA algorithms,
MMAS algorithms and MMAS updated by intersection
of three SA solutions (solid line) for dataset M3k.0. Our
MMAS algorithm with hints shows faster convergence
in specific time window.

5 Results

For uniform (E) and clustered (C) instances solutions
move around 1% above optimal length and our method
does not perform better than four parallel independent
Simulated Annealing algorithms. However, for random
distance matrices (M) the situation differs. Local search
is not able to reach near-optimal values quickly and so
there is space left for improvements, because of the gap
in tens of percent between optimal value and solutions
found in few minutes on today’s computers. Typical
development of solution quality can be seen in fig. 5.
MMAS algorithm starts more slowly than Simulated
Annealing counterparts, but it begins to converge faster
after the initial stage. Speed of convergence is even
faster when using hints to increase pheromone levels.
At some point solutions generated by MMAS algorithm
become shorter than those generated by SA.

The same behavior was observed for instances M2k.0,
M3k.0, M4k.0 and M5k.0. Average results for M3k.0
instance show (see fig. 6) how our algorithm outper-
forms other combinations in time window from 30 to
50 seconds. After this phase, the faster convergence
is counterbalanced by stagnation and variants of algo-
rithms with no exchange of solutions become better.

Out algorithm with hints performs significantly the best
at around 40 seconds (see fig. 7) for M3k.0 problem.
Similar results were observed for other M instances in
different time moments. On larger instances, the ob-
served effect appeared later and lasts longer which was
expected.
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Fig. 6 Comparison of average results from the best four
combinations of algorithms on M3k.0 non-geometrical
random instance. In time window 30 to 50 seconds, our
MMAS algorithm with hints from intersection of SA
algorithms outperforms other approaches.

6 Conclusion
We proposed a model of artificial ant algorithm sup-
ported by hints from metaheuristics running in par-
allel. This extended algorithm showed significantly
faster convergence speed for several non-geometrical
instances of Traveling Salesman Problem. We observed
this behavior only in particular time window of algo-
rithm run, however, we can use this result as an encour-
agement for further research. We achieved faster con-
vergence at the cost of ending in local optimum sooner
than in the case of non-cooperating algorithms.

Our result shows, that there exist such conditions for
which algorithm combination is beneficial. It implies
that we may be able to systematically collect such
pieces of knowledge and use them to choose better
combinations of algorithms or their parameters to fit se-
lected instances of data and user specified time limita-
tions. This approach that is an example of metalearning
(“learning about learning“) will be subject of our future
research.

The proposed methods can be further extended by Tour
Merging approach [3] to further reduce search space by
examining only edges which appeared in union of so-
lutions from all running algorithms, while generating
hints from intersection of these solutions. This would
be suitable for a very large instances and would be also
a subject of our future work.

7 Acknowledgements
This work was supported by the Grant Agency of
the Czech Technical University in Prague, grant No.
SGS10/199/OHK3/2T/13 and the research program
Transdisciplinary Research in the Area of Biomedical
Engineering II (MSM6840770012) sponsored by the
Ministry of Education, Youth and Sports of the Czech
Republic.

SA4 MMAS4 MMAS1,SA3 MMAS1+SA3hints

40
45

50
55

To
ta

l d
is

ta
nc

e

Fig. 7 Results for M3k.0 non-geometrical instance of
TSP with 3000 cities 40 seconds after start. Similar re-
sults were obtained for instances of size 2-5 thousands
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