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Abstract

The Discrete Event System (DEVS) Formalism is basedystems theory and provides an
extensive framework for modeling and simulatiordscrete event and hybrid systems. This
paper investigates the suitability of Parallel DEWPREVS), a general DEVS extension, and
of the specific Real-Time DEVS (RT-DEVS) extensifmm a throughout simulation-based
development of discrete event controls. The reseigrbased on the V-Model that generally
describes the control development process, wheameas focus is set to the Rapid Control
Prototyping (RCP) concept. As a result the PDEVS &T-DEVS specifications are
integrated to form an extended DEVS specificatialed PDEVS-RCP. Finally, the usage
and functionality of PDEVS-RCP is demonstrated gisimobot control application.
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additional state calculations and process optirunat
1 Introduction during real-time operation, because the contraiesys

) contains a detailed process model [3].
Following [1], all steps of the development proc&ss

complex controls in the field of automation aréJP to now research to the Simulation-based control
summarized in the V-Model: approach and to the RCP concept is mostly based on

) ) o the conventional Matlab/Simulink tools. This paper
« Conceptual formulation, requirement specification jnvestigates the Simulation-based control approach
functional specification following the Discrete Event System (DEVS)
« Analyzing and modeling of technical processes formalism introduced by Zeigler [6] and its_ extems

Parallel DEVS (PDEVS) [7] and Real-Time DEVS

* Development of control algorithms (RT-DEVS) [2, 6]. A main goal is to reinforce the
theoretical background of the Simulation-based
control approach. Therefore the DEVS formalism is
shortly introduced on the basis of the Parallel 3EV
* Successive placing into operation of controls (PDEVS) specification and important extensions of
RT-DEVS are discussed and analyzed with regard to
general requirements of the RCP concept. Then the
Today a large number of software environments exiglaper gives detailed proposals how PDEVS and RT-
for nearly all steps in the V-Model. In particutire DEVS can be integrated to fulfil the RCP
interfaces between different software environments requirements using the Simulation-based control
rather the users of this software are importantkweapproach. Finally, the new ideas are illustratedaby
points in the whole development process. Ofterobot control application.
different software environments are not compatible
among each other. In addition, a loss or 3 gpecification and dynamic behavior of
misinterpretation of information can take placeiagr Parallel DEVS
the information exchange between several users.
Reasons may be different methods or the large amouFhe Discrete EVent SystefDEVS) formalism was
of different software tools used in the developmerihtroduced by Zeigler in 1976. It provides a
process at all. comprehensive framework for modeling and

The obijective of th&apid Control PrototypingRCP) simulation based on systems theory. The formalism

approach is to shorten, to simplify and to reduee t includes on the one hand detailed model specifinati

error probability of the entire development procesé‘nd on the o_ther hand .cor.respondlng simulation
Hence, a continuous usage of compatible softwa gorithms. Besides, modeling is based on a modular

tools and model-based development methods based ﬁra_rg:hicgl spe.cification. The dynamic behavior is
a well defined theoretical background are centreﬁpec'f'ed inatomic DEVSsystems. Furthermore, there

elements of the RCP approach, particularly to avoig © coupled DEVSsystems, which are used for

unnecessary re-implementations. The continuod@MPosing atomic DEVS and ~coupled DEVS

usage of compatible software tools from earl;’eSpeCt'Vely‘ Every coupled DEVS can be a part of

planning-phases till placing into operation is edl any other coupled DEVS. Following the classic DEVS

Tool-Chain. A common representative of suchaTooF—"OprO"“Ch coupled DEVS systems specify only a

Chain is the scientific and technical computationa?ys'[ern structure and do not contain a separate

environment Matlab/Simulink with its additional S'):rr]]alrgtlgr ie?;;pt'r?ga tFoorar:heatj)lm'uclat[I)cl)EnVSp h:;g;
toolboxes. Matlab/Simulink offers several simulatio Ic>olrJd'natc;r o ;% o Iedy DEVSIS as_ execution
tools for system and control design and tools fof ! y coup xeeut

automatic code generation for specific programmab ontroller. Moreover, there is oot coordinator

contolers. An aemaive spproah to he usae A201% 2 IR 200 coordnatrs, it oot
specific programmable controllers is the so calleI

Software in the LoofSiL) concept. Here conventional mgleun;:Lnilrxiosrfop rggéesréor}sngvebri-kzgigze%nghzlI
PCs or industry PCs are used during the operatiéﬁq1 P

phase. For this purpose appropriate process-icesfa s@mulatprs and coc_)rdinators Communicate. during
have to be implemented. This specific kind 01slmulatlon phase with several messages with each
communication with real processes is also calleather‘

implicit code generationOne specific type of the SiL The DEVS formalism has been extended and adapted
concept is theSimulation-based control approach for different purposes. An important modificatios i
(SBC) according to [3, 4, 5]. It is based on sirtiola  the Parallel DEVS(PDEVS) approach from Chow [7].
models which are stepwise enhanced during thehis one eased the specification of simultaneous
design and automation phase to a full control systeevents and provides a real concurrent execution of
using the implicit code generation approachDEVS models by modifying the classical simulator
Moreover, the SBC approach allows performingnd coordinator algorithms.

» Coding and implementation of algorithms on
destination hardware

« Bringing into service of the complete control



A Parallel atomic DEVS is specified by [6] as falle:  output port are calculated by the output functi¢s)
and at second the next internal stlteS is calculated

PDEV Qomic= {X, Y, Sdexs dints Ocons 4, ta} by the confluent functiod..(s,e,x) The processing of
where X is the set of input values, S is the set aimultaneous events is handled with the confluent
sequential states, Y is the set of output valdggis function d, by any atomic DEVS on its own. That's
the external transition functiory;; is the internal why all atomic DEVS are able to operate concuryentl
transition functiong.ns is the confluent function used and independently from each other.
for simultaneous external and internal evehtis the
output function anda is the time advance function
used for calculating the logical time advance. Th
dynamic behavior of a Parallel atomic DEVS is shown PDEVSoupiea= {X, Y, D, {My | dD}, Z ¢}
in Fig. 1 (a) and (b).

X
]

A Parallel coupled DEVS is specified by [6] as
Eollows:

where X is the set of input values, Y is the set of
y output values, D is the set of the component names,
| | Mgy is the DEVS system of component nam@bdof
the coupled DEVS. iz defines the coupling relations
.- 8 =8ext(s,€,X) of internal components with each other or to any
/ A(S) output / input ports of the coupled DEVS based on
' output / input relation§ - d).
T S—— 5" =5in ()
y @) i 3 Specification and dynamic behavior of

~ s

Real-Time DEVS

@ Real-Time DEVS(RT-DEVS) extends the classic
DEVS Theory. It is introduced for DEVS models,

y which should be simulated in real-time and it supgpo

I" | interaction with a hardware environment. Following
[2] every RT-DEVS model is directly simulated in

,-- S ' =0¢on(S,8,X) real-time by an appropriateeal-time-simulator An

: A(S) atomic RT-DEVS system is specified by [6] as

' follows:

‘» s ta(s_,) RT-DEVSomic={X, S, Y dexs Iints 4, ti, v, A}

S i —

X
I

HereX, S, Yo andi have the same definition as for

Parallel atomic DEVS. In contrast to Parallel DEVS
(b) the definition of the external transition functiég is

slightly modified. In addition, a set of executable

Fig. 1 Dynamic behavior of a Parallel atomic DEVS activities A including any constrains, a time interval
according to [6] function ti and an activity mapping functiop are

) ) ) defined. The dynamic behavior of an atomic RT-
Following Fig. 1 (a) every atomic DEVS has ampgvs is shown in Fig. 2.

internal states//S. By the mean of the time advance
functionta(s) the time step till the next internal event X y
is calculated on the basis of the internal stat&fter | | || |
having expired this time period the output function T4
A(s) is carried out and as a result all output evgntg _-S'= 8ex(S,€,X)
at the output port are calculated on the basishef t < a=y(s)
internal states. In the following the internal transition vo
functiond(s) is carried out, which calculates the next a
'Y

states'Z/Son the basis of the current statdf external
events x/7X occur at the input port the external . .7
transition functionde,(s,e,x) will be executed. This
function calculates the next stat@/S on the basis of
the current state and the elapsed tineesince the last Fig. 2 Dynamic behavior of an atomic RT-DEVS
event and the current external evexfs. At the end
the logical time advance for the next internal &ven
calculated by the time advance functta(s) 2 PDEVSuomc 3ext: QX — S with Q={(s.e) | §S, 0< e < ta(s)}
T-DEVSyomic0ext: xX - S with Q={(s,e) | S, 0< e < ti(S)maxt
ith ti(S)naxas @ maximum of the execution time of an activifyAa

Fig. 2 (b) shows the dynamic behavior of a Paralléjv
atomic DEVS if internal and external events occur

simultaneously. At first output eventg/X at the



Every states/S is related by the activity mapping [3, 4, 5]. Here, process models and selected dontro
function w(s) with one activity a/7A and with a models from the design phase are stepwise enhanced
minimal and maximal execution time by the timeby using the implicit code generation and finalhey
interval functionti(s). Each activitya can be seen as are used as control software for the real proo@ss.

an executable function that is not allowed to reeeir the one hand this procedure increases the saféheof
send events or to change internal states. The raininentire system and on the other hand it reduces the
and maximal execution time is calculated byeosts of development because of avoiding manual re-
ti(s)=[comp_time -&, comp_time +¢] and provides implementations. Moreover, the integration of pssce
upper and lower bounds within an activitghould be models into the control phase allows additionatesta
completely processed. In this context is the calculations, increases the quality of the control
allowable tolerance of an estimated execution timapplication and it could reduce hardware costs.gy e
comp_time An internal event occurs if a currentlyusing less sensors.

executed activitya ends within the time intervai(s). Fig. 3 shows schematically a comparison of the

In analogy to the behavior of a Parallel atomic FEV general Simulation-based control (SBC) approach and

at firstA(s) is carried out and all output evemtSY at  jts implementation using the former introduced DEVS
the output port are calculated and at second thg malisms.

internal transition functiow;(s) is carried out, which
calculates the next state//S. After that the new
activity a'/7A and the new time intervati(s) are SBC
calculated. If external eventg’X occur at the input
port at first the currently executed activétys aborted

DEVS

simulation model simulation model

)]
and at second the next statéS is calculated by the E based on
external transition functiode(s,e,x) Moreover, the control mode Q4 | parallel DEVS
new activity a'/JA is calculated by the activity A a) S
. - , . . v oyt specification &
mapping functiony(s') and the new time intervél(s’) v '§ simulators /

is determined. process mod coordinators

|

The specification of coupled DEVS is the same as fd
Parallel DEVS. In the simulation phaseimulatoris

=3

assigned to any atomic RT-DEVS and@ordinator

furtheﬂ developmen

to any coupled DEVS as execution controller. Big th
time the time advance during simulation is based g

control software

control software

based on

real-timeand not on &ogical time Especially this fact
and the described differences in the syster
specification and the dynamic behavior lead tq
simulator- and coordinator algorithms that differ
strongly from Parallel DEVS. |

control mode

A

RT-DEVS

specification &
simulators /
coordinators

| process interfa | process interfa

A A
Following Abel [1] the most important aspects oé th A4 A

Rapid Control Prototyping(RCP) approach are the proces proces
f

continuous and model-based development o
.r\:ig. 3 Comparison of the general Simulation-based

applications using a compatible Tool-Chain. Withi
the design phase any technical process is modelad 'control (SBC) approach and its implementation with
DEVS formalisms

so calledprocess modelOn the basis of these proces
algorithms can be

°

o

@

@

3

8
operation phase

4 Analyzing the suitability of both DEVS
formalisms concerning the RCP concept

models different control
implemented ascontrol modelsand tested using On the one hand Parallel DEVS fulfills all
simulation. In the next step selected control medetequirements for simulation models in design phase,
should be transformed without manual rewhereas the requirements of control software in
implementation to real control software. This codeperation phase are fulfiled by the RT-DEVS
transformation can be realized by amplicit code approach. However, there is no way to successively
generationfor specific target platforms using specificenhance PDEVS models from design phase to RT-
compilers or by aimplicit code generatioffollowing DEVS models for operation phase, because their
the Software in the Loop (SiL) concept usingatomic system specifications and their simulation
appropriate process interfaces. In the SiL approadatigorithms strongly differ from each other.
development PCs or any common industrial PCs are

directly used as control hardware. A specific tybe

SiL is the Simulation-based control approacloy



5 Integration of PDEVS and RT-DEVS « An external real-time clock (RTC)

to PDEVS-RCP component, implemented as an ordinary
_ atomic PDEVS, has to send the real-time
A useful approach to overcome the previously clock values as external events/ Xeock t0
discussed deficits is to integrate both DEVS any atomic PDEVS-RCP, which stores the
formalisms with the aim to fulfill the requirememﬁ current real-time clock value as state value
the design and operation phase respectively. In the using its external transition functigi,. The
following such integration is described by extemdin time interval between twg. .« events has to
the Parallel DEVS formalism. The extension is ahlle be smaller or equa| to the smallest |ogica|
PDEVS'RCP An atomic PDEVS-RCP system Is time step mn’](ta(s)) of the whole model.
specified as follows: From this it follows that any logical time step
PDEVS-RCBomic={X, S, Y, Adexs Iints eon 4 13} ta(s) till the next internal event of an atomic

PDEVS-RCP can be eithror .
S, Y dext Oints Ocon @ are analog to atomic PDEVS

A set of executable activities .
X = {Xmodet Xclockt set of input events N
With  Xiodel set of system specific input events I I A =yray o]
Xelock set of real-time values of an extern ’ s‘%'(s’?) S'=Ben(sex) AN

Real-Time Clock (RTC)

A S—>YXxA combined output and activity

mapping function a

Thereby S, Y, dexs inty dcon @nd ta are defined in

accordance with PDEVS. Following RT-DEV®  Fig. 4 Dynamic behavior of an atomic PDEVS-RCP
contains the set of executable activities. The afet

input eventsX consists on the one hand of systen]he basic dynamic behavior of an atomic PDEVS-
specific input eventXmoqe that correspond to the 96t RCP is the same as of ordinary atomic PDEVS.
of an atomic PDEVS or an RT-DEVS respectively anfifferences result from the introduced modeling
on the other hand of real-time valugs,. The latter €xtensions. Every atomic PDEVS-RCP has an internal
are generated by a real-time clodRTQ) that takes state sCS that is related to an activita//A. The
influence on any PDEVS-RCP by external events. TH8inimal and maximal execution tinfé mi , timaJ of
combined output and activity mapping functidn the currently running activitg are saved as real-time
defines analog PDEVS the generation of output everitalues in the state The time advance functiaa(s)
y[X. In addition, this function defines similar to ac@lculates the logical time step till the next intd
DEVS extension in [8] the state based mapping &vent according to the former descrlbed_ second
activities a//A according to the activity mapping condition. If the internal event occurs, at firstet
function y of RT-DEVS specification. In contrast to Qutput functioni(s) is carried out. Igenerates on the
RT-DEVS there exists no special function for thdasis of the internal stagethe output eventg/Y at
calculation of minimal and maximal execution timeghe output port, cancels the currently running\atyti

of activities according to the time interval fumstiti @ and initializes the next activitg’. At second, the
of RT-DEVS. internal transition functionsy(s) is carried out. It

) ) ) calculates on the basis of the internal statike next
The dynamic behavior of an atomic PDEVS-RCRyate s’ including the real-time values for the
under real-time conditions is shown in Fig. 4. Theyxecution time boundariefi min , tima] Of the new
execution of simultaneous external and internahts/e activity a’. At third the logical time stefa(s’) till the
using the confluent functiofi,, is not shown in figure npext internal event is calculated.
4, because it is identical to atomic PDEVS. However o )
the real-time execution of an atomic PDEVS-RCP iExternal events are subdivided in events from syste
based on the following conditions. specific DEVS systemZnogel Xmodet aNd events from
L ) _ the real-time clockg o/ Xeock If €xternal events/ X
* The state based minimal and maximal tim@ccyr the external transition functiofus,e,x) is
intervalti = [comp_time -¢, comp_time 4] carried out. This function calculates on the basiie

of an activitya//A has to be explicitly saved internal states, the elapsed time since the last event
within the system state as real-time values.

The update ofi has to be performed by the
transition functions din, Jext OF by the 3 The identifierti(s) in Fig. 4 is not a time interval function. It is a

confluent functionjcon, state vectofti min, timad , Which contains the execution boundaries in
real time for the currently running activigy




and all input eventx the next states’. In addition, the PDEVS formalism remain unchanged. That's why
Jdex(S,€,X)checks on the basis of the real-time valueany model including atomic PDEVS-RCP systems can
saved in the internal stasaf any external event takes be executed using the ordinary PDEVS algorithms
place within the time intervdti i, tima - within the design phase and the operation phase.

« If external events occur outsidbe interval ] .
[timn , tima] the next internal state is 6 Example: A Robot control with DEVS

computed including recalculatgtimin, tiva] ~ This section discusses an example of a robot dontro
state values. Moreover, the logical timepn the basis of the Simulation-based control apgroa
advancea(s’) is calculated. using the PDEVS-RCP extension. Fig. 5 shows the

« If external events occur withithe interval control structure of a robot taken from [, .Whitsh
[timn . time] the next internal state’ is able to perform asynchronous point to point (PTP)
computed. The next stat has to lead to movements anq to stop at any point in the workspace
ta(s)=0 and provokes immediately an for a specified time period.

internal event without a further logical time The coupled DEV$&RobotControlconsists of two real-

step. time depending atomic PDEVS-RCP systems called
The integration of real-time clock values by meahs Control andPlInterfaceas well as two atomic PDEVS
external events and the storage of a real-timaviate systems calledProcess anql RTC The component
ti in the system state are central elements of PDEVeg—OmmI defines the real-time based control logic.
RCP. Atomic PDEVS-RCP systems can be integrat Jocessspecifies a process m_odel of the robot and
in ordinary coupled DEVS as defined in the PDEVSIOres for e>§§1mp!e_ J,,Omt and gripper stafélsiterface
formalism. Moreover, the execution algorithms of ageﬂnes an |mp_I|C|t process interface to the robo
simulator, coordinator and root-coordinator defiimed controlier that directly accesses the robobrcand

RobotControl RobotControl
Conrol coordinator of Conrol coordinator of
ti = [29,8; 30,2] RobotControl ti =129,8;30.2] (treal) RobotControl
ta=o0 ta= o real
A =3 A o
event list event list
\ Y
Process RTC component | tpext Process RTC component | tpext
treai= 29,7 trea= 29.7
ta= t:a=1 RTC 4 ta=o t;eal=1 RTC 4
Control 0 Control L)
A Pinterface | A Pinterface | «
Y Process o Y Process [
Pinterface Pinterface (treal)
ti =1[29,9; 30,1] ti =1[29,9;30,1] real
ta= o0 ta= o
\ : (a) Y : (b)
RobotControl RobotControl
Conrol coordinator of Conrol coordinator of
ti =[29,8;30,2] (treat) RobotControl t =1[59.8; 60.2] RobotControl
ta=0 real ta=o
A t=5 A t=5
Y event list (%) Y event list
Process RTC component | tpext Process RTC component | tpext
treal= 30 treal= 30
ta= o ta =1 RTC 5 ta=0 ta =1 RTC 6
Control o Control 5
A Pinterface | « A o) Pinterface | 5
Y Process ® 1] Pl Process o
Pinterface (treal) Pinterface
ti =[29,9; 30,1] ti =[30,9; 31,1]
ta=0 ta= o
\ ; (c) ol Y i oo (d)

Fig. 5 Control structure of a robot on the basithef Simulation-based control approach using PDIRCR?



sensorsRTCacts as an interface to the real-time clocknplemented afterwards. During the design phase the
and sends real-time values as output evenbehavior of the real robot has been simulated and
periodically. visualized by a separate component using the aterf
systemPInterface A detailed discussion of the robot
application and other PDEVS-RCP examples can be
found in [9].

In the following, the operation of the control stture
pictured in figure 5 is briefly described. Each
subfigure pictures the logical time (simulation &)t
and the event list of the topmost coupled DEV%
RobotContral For this example we assume that af Summary

internal event occurs fo€ontrol every30 £ 0,2 s oyr research shows that the integration of Parallel
Furthermore, an internal event occurs Rinterface pgvs and Real-Time DEVS to PDEVS-RCP based
everyl £0,1 s,because control commands have to bgn the Simulation-based control approach fulfile th

sent to the execution controller of the robot aaser  requirements of the RCP-concept. The PDEVS-RCP
values have to be received within functidfs) gpecification allows a successive development of
periodically. RTC schedules its next internal eventgimylation models beginning in the design phage til
periodically with the logical time stefa=1 and sends the operation phase. In contrast to RT-DEVS models
the real-timet.ey as event to the real-time dependingopEyvsS-RCP models do not require any specific
componentLontrol andPInterfaceby A(s). Fig. 5 (8) simulation algorithms and as a result they can be
shows the event list of the coordinator at th@jmylated with ordinary PDEVS simulator and

simulation timet=3 and at the real-timé¢e.~=29.7.  coordinator implementations. In addition, this open

The next internal event occurs for RTC at the laic the opportunity to use special run-time optimized

time t=4. According to_Fig 5 (bjhe simulation time is execution algorithms based on the model-flattening
set tot=4 and RTC sendd.,=29.7 as event t0 approach published in [6].

Control andPInterface Both components check using ]
their external transition functiom, whether the The introduced PDEVS-RCP approach has been
transmitted real-time is within the time intertalor ~ Prototypically — implemented in the scientific
not. In factt,e, is Not withinti and that's why for both computational environment Matlab and has been
componentsa=w is set and no internal event has beetested with several laboratory applications. Keyes
scheduledRTC schedules its next internal event withof further research are the investigation of PDEVS-
ta=1. Hereupon, the next internal event occurs foRCP in the field of cooperative robot controls atsd
RTC at logical timet=5. According to_Fig 5 (cthe com_b|nat|0n with the meta-mod_ellng approach for re-
simulation time is set tt=5 and RTC sends,,=30 as  configurable controls published in [5].

event to Control and PInterface Both components

check again using their external transition functgy

if ta=30 is inside their time interval - in fact this is

the case. Thugontrol and Pinterfaceschedule their

next internal events witha=0 at t=5 whereasRTC 8 References
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