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Abstract  

This paper presents a new approach in spatio-temporal data classification. This 
classification can be used in many branches including robotics, computer vision 
or medical data analysis. Due to easy transformation of time dimension of 
spatio-temporal data into the phase of complex number, the presented approach 
uses complex numbers. The classification is based on a complex-valued neural 
network with multilayer topology. The paper proposes an extension of complex-
valued backpropagation algorithm, which uses activation function applying non-
linearity on the amplitude only (preserving the phase) instead of commonly used 
activation function applying non-linearities on the real and the imaginary part 
separately.  In order to transform the input data into complex numbers, a new 
coding technique is presented. It encodes the time-dimension into phase of 
complex number and space-dimensions into amplitude of complex numbers. 
Another task is to develop output coding, that would allow the classification 
from complex numbers. It is solved with introduction of one-of-N coding 
extension into complex numbers, which is used as network’s output coding. This 
approach is verified in application of hand-written character recognition, using 
the data collected during the writing process. The simulation results of this 
application are presented in the paper. 
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1 Introduction 
The classification of spatio-temporal data is a frequent 
task in many branches like robotics, computer vision, 
computational biology, mobile computing, traffic 
analysis or medical data analysis. There are a number 
of approaches in neural networks processing spatio-
temporal data, e.g. recurrent neural networks or time 
delay neural networks (TDNN). 

In this paper, we present a new method of spatio-
temporal data classification based on complex-valued 
neural network (briefly described in Chapter 2) trained 
by a complex-valued backpropagation algorithm 
(Complex-BP). Standard version of Complex-BP [1] 
uses activation function with non-linearities applied 
on the real and the imaginary part separately. Our 
extension of Complex-BP introduces activation 
function with non-linearity applied on the amplitude, 
preserving the phase.  

Chapters 3 and 4 describe proposed techniques used to 
encode input and output data. They are based on a 
new spatio-temporal data coding, which encodes the 
spatial component of data into the amplitude and the 
temporal component into the phase of complex 
number.  Classification process itself is described in 
Chapter 5. 

Chapter 6 presents our simulation results obtained 
from hand-written character recognition based on 
tablet data. 

Chapter 7 concludes presented approaches and results. 

2 Complex-valued neural network 
2.1 Complex-valued neuron 

According to [2], the basic unit in complex-valued 
neural networks is neuron, which extends the real-
valued one to complex domain. In this paper we use 
the model of complex-valued neuron shown in Fig. 1. 
All inputs, output, weights and threshold are 
represented by complex numbers. 

 

Fig. 1 A model of complex-value neuron. To each 
input ݔ௜ belongs the weight ݓ௜. 

 

The gain of neuron is defined as: 

 ݃ ൌ෍ݓ௜ · ௜ݔ ൅ Θ
ே

௜ୀଵ

, (1)

where ݃ א ԧ is the gain, ݓ௜ א ԧ is weight of i-th input 
௜ݔ א ԧ, Θ א ԧ is threshold a ܰ is inputs count. The 
output is defined as follows: 

ݕ  ൌ ݂ሺ݃ሻ, (2)

where ݕ is the output of neuron and ݂: ԧ ՜ ԧ is the 
neuron’s activation function (discussed in Chapter 
2.2). We use the notation ሾ·ሿோ and ሾ·ሿூ to separate the 
real and the imaginary part of complex number. For 
example the neuron’s output can be noted as ݕ ൌ
ோݕ ൅ ݅ · ݕ ூ, whereݕ א ԧ, ݕோ, ூݕ א Թ and ݅ denotes 
√െ1. We also use the polar form of notation: 
|ሾ·ሿ|݁௜·ఝሾ·ሿ. The output of neuron in this notation can be 
written as ݕ ൌ  .௜·ఝ೤݁|ݕ|

2.2 Complex-valued activation function 

Assuming the complex-valued backpropagation 
learning algorithm (as shown in Chapter 2.3), we 
cannot extend real-valued activation functions to the 
complex domain from the following reason. We 
should recall the Liouville’s theorem, which says that 
‘if ݂ሺݖሻ is analytic (differentiable) at all ݖ א ԧ and 
bounded, then ݂ሺݖሻ is a constant function’. Because 
activation function ݂ሺݖሻ should be bounded, ݂ሺݖሻ is 
constant in the result of Liouville’s theorem. That 
means the analytic functions are not suitable as 
activation functions in complex-valued neural 
networks (as discussed in [3]).  

According to [2] there are two main classes of 
activation functions in complex domain, which are 
used in the most of complex-valued neural networks. 
The first class divides the complex number into the 
real and the imaginary part, applies real-valued 
functions on each part independently and combines 
the results back into one complex number. We call 
this class Re-Im activation function. It can be noted 
as: 

 ோ݂௘ିூ௠ሺ݃ሻ ൌ ோ݂௘ሺ݃ோሻ ൅ ݅ · ூ݂௠ሺ݃ூሻ, (3)

where ோ݂௘ିூ௠: ԧ ՜ ԧ and ோ݂௘, ூ݂௠:Թ ՜ Թ. In this 
class ோ݂௘ and ூ݂௠ are non-linear functions, e.g. 
sigmoid ݂ሺݔሻ ൌ ଵ

ଵା௘షೣ
 or hyperbolic tangent ݂ሺݔሻ ൌ

tanhሺݔሻ. 

The second class is very similar, it divides the given 
complex number into the amplitude and the phase 
(uses the polar notation), applies real-valued functions 
on each part independently and combines the results 
back into one complex number. We call this class Am-
Ph activation function. It can be noted as: 

 ஺݂௠ି௉௛ሺ݃ሻ ൌ ஺݂௠ሺ|݃|ሻ · ݁௜·௙ು೓൫ఝ೒൯, (4)

where ஺݂௠ି௉௛: ԧ ՜ ԧ and ஺݂௠, ௉݂௛: Թ ՜ Թ. As 
discussed in [4], we use ௉݂௛ሺ߮ሻ ൌ ߮ and sigmoid or 



hyperbolic tangent for ஺݂௠ሺݔሻ. Fig. 3 shows 
஺݂௠ି௉௛ሺݖሻ ൌ ݂ሺ|ݖ|ሻ · ݁௜·ఝ೥ where ݂ሺݔሻ ൌ ଵ

ଵା௘షೣ
. 

2.3 Complex-valued backpropagation 
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Fig. 2 A multilayer neural network consisting of two 
hidden layers and one output layer. The weight ݓ௜௝௞  

denotes the weight of j-th neuron in k-th layer for i-th 
input. In other words it is the weight between i-th 

neuron in (k-1)-th layer and j-th neuron in k-th layer. 
The threshold Θ୨୩ denotes the threshold of j-th neuron 

in k-th layer. 

A complex-valued backpropagation [1] is an extension 
of the Backpropagation algorithm to complex 
numbers. It is supervised method, which changes the 
weights to minimize the error function. It defines the 
changes of weights and thresholds as follows: 

௜ݓ∆  ൌ െη
ܧ߲
௜ோݓ߲

െ ݅ · η
ܧ߲
௜ூݓ߲

, (5)

 
∆Θ௜ ൌ െη

ܧ߲
߲Θ௜ோ

െ ݅ · η
ܧ߲
߲Θ௜ூ

, (6)

where ݓ௜ is i-th weight of neural network, Θ୧ is i-th 
threshold of neural network, η is learning constant 
(learning rate) and ܧ is the error function defined as 
follows: 

ܧ  ൌ
1
2෍

௜ݕ| െ పෝ|ଶݕ
ே

௜ୀ଴

, (7)

where ݕ௜ is i-th output of the neural network, ݕపෝ  is 

desired value of i-th output of neural network and ܰ is 
the count of neural network’s outputs. The algorithm 
is used in multilayer neural networks, where neurons 
are arranged into layers. Neurons in each layer 
communicate only with neighbouring layers. Fig. 2 
displays the structure of multilayer neural network. 

The general complex-valued backpropagation 
algorithm is described in [1] including convergence 
discussion using Re-Im activation function. 
Nevertheless the paper does not deal with 
backpropagation algorithm on Am-Ph activation 
function, which we use. 

In order to train a neural network with Am-Ph 
activation function, we introduce a local gradient ߜ௜௢ 
of i-th neuron in the output layer as follows: 

௜௢ߜ ൌ
ሺݕ௜ െ పෝሻோݕ · ሾߙ௜௢ሿோ ൅ ሺݕ௜ െ పෝሻூݕ · ௜௢ߚ ൅

൅ ݅ · ሺሺݕ௜ െ పෝሻூݕ · ሾߙ௜௢ሿூ ൅ ሺݕ௜ െ పෝሻோݕ · ,௜௢ሻߚ
(8)

where ݕ௜ is output of i-th neuron in the output layer, ݕపෝ  
is the desired output of i-th neuron in the output layer 
and ߙ௜௢,  denotes output ݋) ௜௢ are defined as followsߚ
layer): 

௜௡ߙ ൌ

ە
ۖ
ۖ
۔

ۖ
ۖ
ۓ ቀሾ ௜݃

௡ሿோଶ ൅ ݅ · ሾ ௜݃
௡ሿூଶቁ

1

ห݃௜௡ห
ଶ ·

· ቆܽܨ௜௡
ᇱሺ| ௜݃

௡|ሻ െ
|௜௡ሺܨܽ ௜݃

௡|ሻ
ห݃௜௡ห

ቇ ൅

൅ ሺ1 ൅ ݅ሻ
|௜௡ሺܨܽ ௜݃

௡|ሻ
ห݃௜௡ห

,

 (9)

௜௡ߚ ൌ
ሾ ௜݃

௡ሿோ · ሾ ௜݃
௡ሿூ

ห݃௜௡ห
ଶ ቆܽܨ௜௡

ᇱሺ| ௜݃
௡|ሻ െ

|௜௡ሺܨܽ ௜݃
௡|ሻ

ห݃௜௡ห
ቇ, (10)

where ௜݃
௡ is gain of i-th neuron in n-th layer and 

 ሻ in activation functionݔሻ is the function ஺݂௠ሺݔ௜௡ሺܨܽ
of i-th neuron in n-th layer (see Eq. (4)).  

After computing local gradient of the output layer, we 
are able to compute local gradients of the remaining 
layers, where local gradient of the layer is computed 
from local gradient of the previously computed layer 
(local gradient of the last hidden layer is computed 
from local gradient of the output layer and so on). 
Local gradient of i-th neuron in (n-1)-th hidden layer: 

Fig. 3 Am-Ph activation function ( ஺݂௠ି௉௛ሺݖሻ ൌ ݂ሺ|ݖ|ሻ · ݁௜·ఝ೥, ݂ሺݔሻ ൌ ଵ
ଵା௘షೣ

). From left to right: real part, 
imaginary part, absolute value and phase. 



௜௡ିଵߜ ൌ
ሾߛ௜௡ሿோ · ሾߙ௜௡ିଵሿோ ൅ ሾߛ௜௡ሿூ · ௜௡ିଵߚ ൅

൅ ݅ · ሺሾߛ௜௡ሿூ · ሾߙ௜௡ିଵሿூ ൅ ሾߛ௜௡ሿோ · ,௜௡ିଵሻߚ
(11)

where ߛ௜௡ (back-propagation of the error) is defined as 
follows: 

௜௡ߛ  ൌ ෍ሾݓ௜௞௡ ሿכ
ே೙

௞ୀଵ

· ௞௡, (12)ߜ

where ௡ܰ is count of neurons in n-th layer and ሾ·ሿכ 
denotes conjugate of ሾ·ሿ. The changes of thresholds 
and weights are defined as: 

 ∆Θ୧୬ ൌ െη · δ୧୬, (13)

௜௝௡ݓ∆  ൌ െη · ௝௡ߜ · ሾݕ௜௡ିଵሿ(14) ,כ

where η א Թ is learning constant (learning rate).  

To suppress the local minima problem, the momentum 
is added into the delta rule. It extends Eq. (13) by 
൅ α · ∆Θ୧୬ሺt െ 1ሻ and Eq. (14) by ൅ α · ௜௝ݓ∆

௡ሺt െ 1ሻ.   

The algorithm can run with two weight update modes: 
per iteration update or per epoch update (the batch 
mode). 

3 Input data coding 
The coding of spatio-temporal data is very important 
for further processing. Our coding approach (called 
Spatio-temporal data coding) is based on polar form 
of complex numbers. The data is sequence of events. 
Each event is identified by its position in space and 
time of occurance. We call this sequence a data set. 
Each vector ሺݔపሬሬሬԦ,  ௜ሻ representing one event, whereݐ
vector ݔపሬሬሬԦ א Թ௡ denotes the position of event and 
݅ݐ א Թ denotes time of occurance of event, is encoded 
into vector ݀పሬሬሬԦ א ԧ௡ as follows: 

݀௜௝ ൌ ௜௝൯ݔ൫ߙ · ݁௜·ఉሺ௧೔ሻ, (15)

௜௝൯ݔ൫ߙ ൌ
௜௝ݔ െ min

௞
௞௝ݔ

max
௞

௞௝ݔ െ min
௞
௞௝ݔ

א ;0ۃ (16) ,ۄ1

௜ሻݐሺߚ ൌ
௜ݐ െ min

௞
௞ݐ

max
௞

௞ݐ െ min
௞
௞ݐ
· ߨ2 א ;0ۃ (17) .ۄߨ2

The whole data set (all the events) is distributed into 
time interval 0ۃ;  and each dimension of position is ۄߨ2
normalized to interval 0ۃ;  Fig. 4 shows the .ۄ1
proposed coding approach in one space dimension. 
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Fig. 4 An example of spatio-temporal data coding. 
The spatio-temporal input data with one space 

dimension ݔ and time ݐ on the left (consisting of three 
points ܣሾݔ஺, ,஻ݔሾܤ ,஺ሿݐ ,஼ݔሾܥ ஻ሿ andݐ  ஼ሿ) are encodedݐ

into three complex numbers on the right (݀஺ ൌ
|஺ሻݔሺߙ| · ݁௜·ఉሺ௧ಲሻ, ݀஻ ൌ |஻ሻݔሺߙ| · ݁௜·ఉሺ௧ಳሻ and ݀஼ ൌ

|஼ሻݔሺߙ| · ݁௜·ఉሺ௧಴ሻ). 

The data set is in chronological order, so the sequence 
of encoded data phases is an increasing sequence.  

In spatio-temporal domain it is useless to be limited 
only to one event; the essential information is in the 
sequence of events, called data set. 

4 Output data coding 
The output of neural network dealing with 
classification of real-valued problems is based on one-
of-N coding. Neural network has as many outputs as 
the count of classified classes. Each output represents, 
weather the input belongs to the specific class or not. 
Unity means, that input belongs to the class, and zero 
means the exact opposite. This approach is useless in 
classification of spatio-temporal data, because we 
want to evaluate the whole data set. It is necessary to 
bring the time part into it.  

We propose a new coding (called Spatio-temporal 
one-of-N coding) inspired by one-of-N coding, whose 
output is coded as follows: 

௜ݕ  ൌ |௜ݕ| · ݁௜·ఝ೤೔ , (18)

where ห݅ݕห א ;0ۃ  represents belonging of the ۄ1
submitted input to the i-th class (the higher the value 
the higher the probability of belonging to i-th class) 
and ߮݅ݕ א

;0ۃ  should represent the same time as ۄߨ2
submitted input. Because the essential information is 
included in data set, further processing is needed to 
classify the input data set (see Chapter 5). 

Fig. 5 shows examples of outputs encoded by this 
approach. 



 

Fig. 5 (a) Ideal case: all the data from time interval 
݅ݕ߮ א

;0ۃ ห݅ݕbelong to class  (ห ۄߨ2 ൌ 1); (b) typical 
case: some data belong to the class more and some 

less (ห݅ݕห א ;0ۃ  ideal case: none of data belong (c) ;(ۄ1
to class (ห݅ݕห ൌ 0).  

5 Classification of spatio-temporal data 
The classification is done by the complex-valued 
neural network (using the Am-Ph activation function; 
see Eq. (4)), which is trained using the complex-
valued backpropagation (see Chapter 2.3). The input 
of neural network is encoded in former presented 
coding approach (see Chapter 3). The output is 
encoded in spatio-temporal one-of-N coding (see 
Chapter 4). 

To classify spatio-temporal data ሺ݅ݔሬሬԦ,  ሻ coded as݅ݐ
݀݅ሬሬሬԦ, ݅ א 1. . ܰ, the following steps are done: 

ሺ1ሻ ܿ ௝ ൌ 0, ݆׊ א 1. .  ,ܥ

ሺ2ሻ ܿ ௝ ൌ ௝ܿ ൅ ,௝௜ݕ൫ߜ ݁
௜·ఝ೏೔బ൯, ݅׊ א 1. . ܰ, ݆׊ א 1. .  ,ܥ

ሺ3ሻ data belong to the class with minimal  ௝ܿ, 

where ܥ is number of classes to classify, ܰ is the 
amount of data, ݆ݕ

݅  is j-th output of neural network 

when submitted the i-th data and ߜ൫ݕ௝௜, ݁
௜·ఝ೏೔బ൯ is the 

function describing the similarity between the output 
and the classes ideal output for specified time (phase). 

We use the following function to compare the output 
to the classes ideal output: 

,ݕ஺௕௦ሺߜ  ܿሻ ൌ ݕ| െ ܿ|. (19)

It is the distance of the values ݕ and ܿ in complex 
plane. In case of using this function, the winner class 
is the one with the minimal value of following 
expression: 

 ௝ܿ ൌ ෍หݕ௝௜ െ ݁௜·ఝ೏೔బห
ே

௜ୀଵ

. (20)

6 Simulation results 
To verify the proposed approach, the simulator of 
complex-valued neural network was implemented. 
The simulator is implemented in Java and it supports 
the multilayer feedforward networks. The simulator 
uses the model of neuron stated in Chapter 2.1 with 

both the Re-Im and Am-Ph activation functions. The 
presented extension of complex-valued 
backpropagation algorithm is implemented. 

The chosen problem is to recognize single hand-
written character based on shape and pencil’s velocity 
during writing. The characters are chosen, because 
they are easily repeatable. To classify the data set, we 
use complex-valued neural network with two hidden 
layers. Let ܥ be the count of classes to classify, then 
the output layer consists of ܥ neurons, the second 
hidden layer (the neighbour of the output layer) 
consists of 2ܥ neurons and the first hidden layer 
consists of 3ܥ neurons. In every neuron we use the 
Am-Ph activation function shown in Eq. (4) with 
஺݂௠ሺݔሻ defined as follows: 

 ஺݂௠ሺݔሻ ൌ
1

1 ൅ ݁ଵ଴ሺ଴.ହି௫ሻ. 
(21)

The constants 10 and 0.5 are needed because we 
obtain only ݔ א Թା so we want to transpose the curve 
and make it steeper (presuming to obtain only small 
numbers).  

Testing data consists of 5 classes (characters ‘a’, ‘b’, 
‘d’, ‘k’ and ‘l’), in each class 100 data sets obtained 
by tablet, written by only one person. The characters 
were chosen with respect to the similarity between ‘a’ 
and ‘d’ and between ‘b’ and ‘l’. From each class 5 
random data sets are used to train the network and the 
other 95 to evaluate the classification. Training data 
sets are time-quantizied to achieve 64 equidistant 
input vectors per data set (one character). We do the 
quantization to prevent the network preferring more 
frequent phases. 

The initial thresholds and weights are randomly 
generated; real and imaginary part in interval 
;െ0.3ۃ   The network is trained in batch mode .ۄ0.3
with learning rate of 0.00015 and momentum 0.01. 

Tab. 1 displays the accuracy of classification on 
training and testing sets. In rows are submitted 
characters and in columns classified characters. 
Notation ܽ ሺܾሻ means that ܽ input data from training 
set (5 instances of each class) were classified as the 
column header and ܾ input data from testing set (95 
instances of each class) were classified as the column 
header.  

Tab. 1 A character classification on training and 
testing sets. 

 a b d k l 

a 5 (95) 0 (0) 0 (0) 0 (0) 0 (0) 

b 0 (0) 5 (93) 0 (0) 0 (0) 0 (2) 

d 0 (0) 0 (0) 5 (95) 0 (0) 0 (0) 

k 0 (0) 0 (0) 0 (0) 5 (95) 0 (0) 

l 0 (0) 0 (0) 0 (0) 0 (0) 5 (95) 



 

The training set was classified with 100% accuracy, 
but in the testing set were two characters ‘b’ wrongly 
classified as character ‘l’. 

Fig. 6 displays the error while training the network, 
Fig. 7 shows one data set of character ‘k’ and its 
reduction to 64 time-equidistant points, Fig. 8 displays 
a character ‘k’ encoded in spatio-temporal data coding 
(see Chapter 3) and Fig. 9 shows an example of 
neurons outputs.  

 
Fig. 6 An RMS error during the training process. The 

experiment was repeated many times with similar 
results. The fluctuation is caused mainly by the 

momentum of training. 

 

 
Fig. 7 One data set representing character ‘k’. Original 

data set on the left is reduced to 64 time-equidistant 
points on the right. This reduction is required for 

training process, otherwise the network can prefer the 
part of data set with higher time density of points. 

 

 
Fig. 8 Data set representing character ‘k’ encoded 

with spatio-temporal data coding. Encoded x-
dimension on the left and y-dimension on the right. 

 
Fig. 9 A neurons outputs for classes representing 
characters ‘a’, ‘b’, ‘d’ and ‘l’ encoded in spatio-

temporal one-of-N coding (see Chapter 4). Tested is 
not-trained character ‘l’.  

7 Conclusion 
We have presented the process of classification of 
spatio-temopral data. The process is based on 
complex-valued neural network learnt by algorithm of 
complex-valued backpropagation. In order to train a 
network using Am-Ph activation function, we have 
extended the complex-valued backpropagation 
algorithm. For classification purposes we have 
introduced two new coding techniques: spatio-
temporal data coding and spatio-temporal one-of-N 
coding. We have implemented an application in Java 
and simulated the identification of hand-written 
character based on presented approach. 
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