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Abstract

In this paper we introduce an enhanced use of the web-baksdreng system
Maple T.A, that is distributed by the company MapleSoft. #¢ Vienna Univer-
sity of Technology the software is additionally attached@aaaxmon mathematical
lectures and provides some useful practice and assignmapabiities for stu-
dents. Main advantages of the system are the abilities sieereathematical ex-
ercises with randomized specifications and to automayigaliify the correctness
of students’ responses. For both tasks, the randomizatidiiree grading, Maple
T.A. provides certain functions. With increasing complexif the exercises these
common methods are not sufficient. Especially more complathematical ob-
jects like vectors, matrices, etc. showed to be difficultandie, since there are
no standard functions implemented.

For this purpose Maple T.A. allows to integrate Maple collat assumes the ran-
domization and grading of mathematical objects of thesedy@he generation
of these Maple algorithms is not always an easy task, on tier diand it didn’t
turn out to be necessary to develop each algorithm over aadamain because
some of the problems equal each other to a certain degre@inhis paper we
describe methods and algorithms that build the basis oftiaddl moduls, that
were created for simplification of above mentioned tasksgavel some concrete
practical examples, as they are used in mathematical ctur
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1 Introduction Function Makelnts/Fromints.

] ] ] For given interval boundaries the function returns a se-
At the Vienna University of Technology the web-basedyyence of either a specified number or all integers be-
e-learning Maple T.A. is used to assist the assessm&ljeen these boundaries.

of students’ mathematical skills. It proved to be a useful

addition to the common way of teaching. Former studParameters
ies [1, 2] showed that with the possibility to practice
their mathematical skills, students were able to deepen
their knowledge in different mathematical disciplines
outside of the lectures. Due to the randomization abil-
ities of Maple T.A. students always get randomizedunction MakeRats/FromRats.

specifications of questions and exercises, and so thgye function is similar to Makelnts/Fromints. The re-
can practice the same tasks over and over again, kwn values are here rational numbers, that are restricted

with differing parameters. Further the software addiby some additional parameters for the denominators.
tonally provides an assignment and a gradebook mod-

ule which are helpful tools to perform assignments foParamters:
students’ skills.

e Min - lower boundary of the interval
e Max- upper boundary of the interval
e Count- number of desired random values

e Min - lower boundary of the interval

During the last two years of usage of Maple T.A. at ® Max- upper boundary of the interval

the Vienna University of Technology a large amount of ® Count- number of desired random values
questions and exercises were created for different math-® MinDenom- smallest possible denominator
ematical topics. But with increasing complexity of the © MaxDenom largest possible denominator

topics the creation of questions became more and Mogg,nction Vec.

difficult. Where for the beginner’s lectures the com—tqy 5 given dimension this function returns a random
mon functions of Maple T.A. satisfied the demands adzector with user-defined entries.

equately, difficulties arose in continuative lectures. In

particular the randomization and grading of more comParamters:

plex mathematical objects (e.g. matrices, vectors,...)
with or without special properties were challenges that
had to be overcome. For this purpose two additional
Maple libraries were developed and added to the Maple
core of the Maple T.A. system. One of them is responsiEynction Veclnts.

ble for the randomization of these mathematical ObjeCl;Q random vector with integer entries is created and re-
and the other one aims to simplify the grading procesgrned.

for them.

e Set- set of numbers for random vector entries
e Dim - desired dimension of the vector
e zerocount number of zeros in the vector

Paramters:

2 Randomization Library e Dim - dimension of the return vector

e Max- for each entry kjk| < Max
The common Maple T.A. functions only support sim- e zerocount number of zeros in the vector
ple randomization of integers or real numbers. To get

a greater variety of randomized objects, such as matfunction Mat. . )

ces, vectors, etc., various Maple routines can be usdde Mat-function generates random matrices. Itis pos-
[3]. But the more complex the objects get, the more asible to define the matrix dimension as well as a desired
tributes the objects should have, the more complicatezhape.

the creation of questions gets. To make this Process - mters:

less difficult an additional Maple randomization mod- ’

ule was developed. It allows to generate various types e Set- set of numbers for matrix entries

of mathematical objects: e rows- number of matrix rows

cols- number of matrix columns

zerocount number of entries equal zero

Function EromSet. shape- determines the matrix shape

Random elements from a set are selected. The data (e.g. triangular, symmetric, etc.)
types of the set elements are not restricted. Accordingynction Matlints.
to the parameters set the return value of the function ifst like the vector functions, Matints creates matrices

2.1 Function Definitions

either a vector or a single value. only with integer entries.
Parameters Paramters:
e Set- set with selectable values e Max - absolute values of entries arteMax
e Count- number of elements to be selected e rank - desired rank of the matrix
o distinct- with or without replacement e rows- number of matrix rows
e sorted- determines whether the return vector is e cols- number of matrix columns
sorted or not e zerocount number of matrix entries equal zero



Function MatintsDef. la;] < Max has correct entries in the firstomponents.
This function delivers a random symmetric matrix withAfter that we calculate the common denominatgrdf
integer entries and specifed numbers of positpes(,  all entries and multiply the last — r rows withg:
negative feg and eigenvalues equal zerre(g. The

dimension of the matrix is defined bytim = pos + 18 —7 14
neg + zero, and the rank equajss + neg. ¢=12,P={94 3 g
Paramters:

. We apply Gauss elimination modujo
Max - absolute values of entries arfeMax

pos- number of positive eigenvalues 6 5 2
neg- number of negative eigenvalues Q= <0 3 6)
zero- number of eigenvalues equal zero

zerocount number of entries equal zero

At last we randomly choose a vector
2.2 Algorithm Example v € {—Max,...,Max}" such thatQv = 0 and the ab-

. . ... solute values of all entries of the vectoer = Bv are
To demonstrate the functionality of one randomlzatlorpess or equalkx, for example:

algorithm, we give a short example for the creation of a
randomm x n matrix. Consider the following function

call: 9 _24
Mat | nt s( Max=4, r ows=7, col s=5, rank=3) ve—4) w=|-2
We start with creating a matrix that obviously has the o L

] . -2 3
desired rank. Therefore we chooserandom integer 0

values within the given range and write them in the "di-

agonal” of the first- rows. We transpose and insert it into the matrix:

—4 0 0 0 O
0O —4 0 0 0 —4 —4 4 1 -3
0 0 —4 0 0 0O -4 -2 0 -4
0 0 0 0 0 2 4 -4 —4 1
0 0 0O 0 0 2 -4 -2 3 0
0 0 0O 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0

Then we progressively fill the firgtrows with random
integer entries within the given range. When doing thalfter repeating the last step for the remaining rows and
we have to make sure that we do not reduce the rank gffinal permutation of rows and columns we get the re-
the matrix. It can be shown, that for each selected entgulting matrix of our algorithm:
there is at most one number € Q, that makes the
matrix rows linear dependent. Sadflies in the given ~92 -1 3 ) )
range, we have to select another value. 4 -2 3 0 2
2 1 -3 -2 -2

-4 -4 4 1 -3 4 —9 3 0 9

0O -4 -2 0 -4

> 4 i 41 S0

00 0 00 4 -4 -4 -1 =2

o 0 0 0 O

0 0 0 0 0

o 0 0 0 O This function is also used when generating random def-

L . inite matrices. Consider the function call:
Now that we have a matrix with random entries and th%t I nt sDef (M pos, neg, zero). So the aim of

desired rank we proceed with finding — r linear de- 6 gigorithm is to get a matrix withos positive eigen-
pendent vectors with integer entries within the giverg)yes neg negative eigenvalues, and eigenvalue zero
range and replace the last — r rows. For this pur- ith mulitplicity zer o.Therefore we calculate a ran-
pose we first transpose the matrix and build a base Qf \\ atrix B ¢ 7/(pos+neg)x (pos+neg+zero) with the

the span of the first columns, which is easier to han- rankpos-+neg using theMat | nt s function. Let then

dle: L0 o the firstpos rows of B be B* and the lasheg rows
0 1 o of BbeB~.
B We determine the matrid = (B*)" B+ —(B~)TB~.
B=|0 0 1 ; ; 2
3 71 71 Regarding to Sylvester’s law of inertia [4] haspos
% 12§ positive,neg negative eigenvalues and eigenvalue zero
4 2

with multiplicity zer o. This algorithm is repeated un-
This transformation ensures that each linear combtil the absolute value of all entries df are less or equal
nation of the columns with integer linear coefficientsM



3 Grading Library the response ari®\ C| is equal to the smallest number

Automatic arading of answers is not alwavs an easof functions, that have to be removed from the response
9 9 y det, to get a set of linear independent real solutions.
task. It is necessary to have well defined rules

when evaluating the correctness of entered sets, vec- .

tors or matrices. For this purpose Maple T.A. provide¢ Question Development Examples
the Maple-Graded question type, that connects to th
Maple engine when grading student’s responses. Th
question designers have to write some Maple code that
is responsible for the handling of the answers. Accord-

1 Matrix invert

Ouestion Name: [nverse Watrix 3x3

ing to the complexity of the question this task can be

quite tricky and may need long development time. With Determine the Inverse af the fallowing matric
the additional Maple grading library, that takes care of -1 -2 -7

most of these problems, this time can be reduced. Fol- A=|8 0 -6
lowing function are supported: 5 6 6
Function Expr. | B
This function is for common mathematical expressions.

They are checked for mathematical equivalence to the
given correct answer. For this object type no partial  Fig. 1example specification for matrix inverse
grading is possible. So the student’s response is either

completely correct or wrong.

Function ExprDiff. We consider an example of finding the inverse 8fa3

ExprDiff is used when grading antiderivatives. The reMatrix A. (fig. 1). In Maple T.A. there is no command

sponse is derivated and then compared to the origing" créating a random matrix. Maple itself provides the
specification of the question. Randomvat ri x function of theLi near Al gebr a

package. But here it is not possible to automatically
Function Set. create a regular matrix. So we have to write some kind
For sets partial grading seems reasonable. Students nigfyalgorithm in Maple T.A. to get what we desire, e.g.:
enter subsets or supersets of the correct ones. To handle

this issue a return value is calculated that lies between

0 and1, depending on how correct the student’s answetseed1=range(1, 1000);

is. Thus, sets are graded as follows: $seed2=range( 1, 1000);
$A = mapl e("
|[RNC|/|C| if |[R| <|C]| >0, det := O:
max{0,1 — M} if R >|C|>0 seedl : = ($seedl):
v = ’ ‘C‘ . ’ d2 T $ d2 .
1 if |[R| = |C| =0, seedz - = ($seec?):
0 if |R| >|C| =0 'le det =0 do
randomni ze(seedl):
where R denotes the response set a@ithe correct set A 1= LinearAl gebra[ RandonVat ri x]
for the question. (3,3,generator=-9..9):
. det := LinearAl gebra[Determ nant] (A):
Function Vec. seedl : = seedl+seed2:

The Vector grading function returry if the entered end do:
vector and the correct one have different lengths. Oth- A'):
erwise the return value is determined by dividing the

correct entries by the total number of vector entries.
. We calculate random matrices as long as we get a ma-
Function Mat. trix determinant that is greater than zero which ensures

Evaluating the correctness of matrices follows the samg ot the matrix is invertible. With the new randomiza-

way as for vectors. If the response matrix and the oo, jiprary the algorithm remains to a single function
rect matrix have different sizes the entered matrix iSall (create @ x 3 matrix with full rank):

graded with0. In all other cases the return value is
again the correct number of entries divided by the to-
tal number of entries. $A=mapl e("

. Randon{ Mat I nt 9, =3, col =3, k=3
Function FundSys. ')_” onf nts] (9, rows=3, col um=3, r ank=3)

This function is used for grading real fundamental sys-
tems, that define the sets of solutions of systems of ho-

mogeneous linear differential equations. The order dfhe usual way of grading matrices with Maple T.A. is to
the differential equation determines the cardinality ofise theEqual function of Maple’sLi near Al gebr a

the set. So the return value is calculated similar to thpackage. But with this function it is not possible to do
one of the set-grading function: The order of the differpartial grading of matrices since the return value is ei-
ential equation is equél’|, |R N C| corresponds to the ther true or false. The use of the grade library does this
greatest number of linear independent real solutions amutomatically (see Fig. 2).



Grade: 77%

Your response Correct response

Determine the inverse af the follawing matrix Determing the inverse of the following matrix

-7 0 5 -7 0 5
0 -4 2 A= |0 -4 3

00 -6 00 -6

A=

[-1/7,0,1/6:0,1
#4,-178:0,0,-1/6]1  (78%)

-1

7 v = INCORRECT
-1

© 7

o0

Fig. 2illustration of partial grading of matrices

4.2 Multiple Choice Antiderivatives

cients of second order: (see Fig. 4).

A’z dx
A basis {yi(t),y2(t)} of the solution is given by
{eM?t er2t} wherel;, Ao denote the nulls of the char-
acteristic polynomial of the differential equation. So
the solutions are(t) = cie? + cyet2t [5].

Cuestion Name: Linear Homogeneous Differential Equation

Consider the hamogeneaous linear differntial equation:

xM(H) + alx'(r] -+ a0>a{I] =0

For demonstrating the advantages of randomization
from a set we employ an example of a multiple choice
question, where students have to find the antiderivative

where a, = 3 and Ay = -10.

of a given function (see Fig. 3).

Cluestion Name: Antiderivatives

Selectthe correct antiderivative:
I S P
] cos(x]2
©  tan(x)+ C
O —tan(x)+ ©
. —cot(x)+ C
I

cot(x) + C

Fig. 3multiple choice antiderivatives example

Enter a fundamental system as set:

[exp@ ) expiam; QE

Detaermine the solution of the initial walue problem
with the intial values %(0) = 2 und x'(0)= -15:

x(t) = Frexptsm B

Fig. 4 specifcation of differential equation example

Since it is not advisable to have variables in the solu-
tion we want the student only to enter a basis of it. We
cannot grade the student’s response as a standard math-
ematical expression because we have to take into ac-
count that the correct answer does not depend on the
order of the basis functions. For grading fundamental
systems of linear differential equations we use the func-
tion FundSys of the grading library. Then the grading
code for the Maple graded question remains to:

The Maple T.A. question algorithm remains to only twoG ade[ FundSys] (" $RESPONSE", $ode, x(t), t, 2)

lines of code:

$f1 = mapl e(" Randon Fr onfet ]
({tan(x),-tan(x),cot(x),-cot(x)},4)
")

$intlm = naple(”
Int(sinplify(diff($fi[1], x)), x)

$RESPONSE contains the student’s respon$ede is
the left side of differential equation to be solved,t )

is the unknown function an#l determines the order of
the differential equation.

In figure 5 some grading results of the example above
are shown. We see the results do not depend on the or-
der of the entered function and the behaviour if either
too many or too little functions are entered. If the num-

Within the first line, the set of functions is permuted ander of entered functions differs only in one entry the
returned as vector, the second is required for the outpanswer is evaluated with5 points.

of the question specification. The options needed for

the multiple choice question can be taken from the vec-Enr & tndamental system a set Enter & fundamental systemn as set v

tor obtained in line 1. The correct answer is located in

$F1[1].

4.3 Linear Homogeneous Differential Equation

{exp{2+t) jexp (-5+t)} (50%) {exp(2¥t) exp(-5*t)} (50%) coRRecT
Enter a fundamental system as set Enter a fundamental swstern as set: x

fexp(2%t)) (25%) {g[ -5 Gl20) INCORRES
Enter a fundamental system as set: Enter a fundamental system as set:

RO SRCHNERESIN U 5y 20)

Solutions of differential equations also need some pre-
liminary work with Maple, that they can be graded ac-
cordingly. We examine an example of a real homoge-
neous linear differential equation with constant coeffi-

Fig. 5Grading of ODE example



4.4 Definite Matrix and Eigenvalues Example 5 Usage experiences

This example shows the usage of thiet | nt sDef  The usage of the new libraries simplified the creation
randomization function, that creates matrices with desf Maple T.A. questions significantly. Due to the fact,
sired signatures. The signature, the number of posihat most of the algorithms used in questions were as-
tive, negative and eigenvalues equal zero, determinsamed by the new libraries and the Maple engine, the
whether a matrix is positive definitie, negative definiteexercises became less error-prone and better readable

or indefinite. So we call thé/ht | nt sDef function
with randomized parameters:

$neg = rint(4);
$pos = 3- $neg;
$A=mapl e("

Randon{ Mat | nt sDef ] (4, $pos, $neg, 0)");

Variable$A contains now a quadratic matrix with rank
$pos+Sneg and$pos positive eigenvalues arkheg
negative eigenvalues. The matrix is positive definit
if $neg equals zero, negative definitedpos equals

zero and indefinite in all other cases. The problem
to be solved for the student are now to determine th

eigenvalues o$A and then conclude whether the ma
trix is positive, negative or in-definite (see Fig. 6).

Question Mame: Eigenvalues and Definite Matrix

Cansider following matrix

242}

410
Determine the eigenvalues of A and enter as set

201
—

and conclude whether A is positiv definte, negativ definite or indefinite

A=

~
~
I

indefinite
Als negative definite

positive definite

Fig. 6 Definite Matrix and Eigenvalues Example

The eigenvalues are graded as set, similar to the fu

for non-editors. On the other hand the increased use of
Maple entailed some other unexpected problems. With
many requests at the same time a certain slowdown of
the system could be noticed. Also the creation of algo-
rithms within questions has to be done with slight more
attention. Infinite loops or other computationally inten-
sive operations can cause very long computing times for
the system. To avoid these problems question develop-
ment within a local Maple installation is advisable.

é\levertheless the Maple T.A. system became more reli-

able with the use of the new libraries. The needed time

fsor the development of exercises decreased in a notice-
%ble way. So a larger amount of high-quality questions

could be placed at disposal for the students.

6 Summary and Outlook

The recent work with the new developed library gained
acceptance of the system among both students and
question designers. But as everywhere there is still
plenty of room for improvement and further develop-
ment of new algorithms. According to the above men-
tioned system speed concerns the existing algorithms
should also go under closer investigations. Further we
are looking forward to future releases of new Maple
T.A. versions, since some helpful features for question
development have not been integrated into the system
yet. Maybe the most wanted one is the conjunction of
students’ responses. With it the creation of high quality
questions would be easier.
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Determine the eigenvalues of 4 and enteras
set

{-3, 1,6}

and conclude whether A is positiv definte,
negativ definite or indefinite

Als

Determine the eigenvalues of 4 and enteras
et

11,3,6}  (33%)
and conclude whether A i positiv definte,
negativ definite or indefinite

positive definite

)

Als indefinite

Fig. 7 Incorrect grading of eigenvalues
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