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Abstract

The paper presents a stochastic model that predicts the throughput of the short
and long lived Transmission Control Protocol (TCP) flows. Analytical model for
each TCP stage are derived and combined with discrete time Markov chain, with
round trip time granularity, in order to describe TCP throughput behavior during
the TCP connection life time. Model accuracy is improved by the detailed analy-
sis whether the packets are lost or received after the first packet loss.

While deriving the model described in this paper, assumption that the packet loss
function is known was made. The model accuracy has been tested on the sim-
ple network topology created in the packet level simulator ns-2. The proposed
model can be used for TCP connection performance analysis, reducing computa-
tion complexity compared to the packet-level simulators.
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1 Introduction

TCP protocol is the main transport protocol used by
Internet applications [1]. Measurement of the TCP
connection performance is of great importance for es-
timation of a network performance. TCP traffic in a
given network is usually analyzed using three different
methodologies: measurements, simulation and math-
ematical models. Measurement is usually impractical
and expensive due to growth and complexity of the In-
ternet [2]. On the other side, packet simulations are ef-
fective tools for studying network and protocols behav-
ior [3] since they employ full TCP stack implementa-
tion. Furthermore, computer efficient analytical models
can be used for improvement of existing and evaluation
of new congestion control algorithms [4] and queuing
mechanisms [5], link design [6] and planning IP (Inter-
net Protocol) networks.

There are two approaches for deriving of analytical
models. One way is to use differential equations do
describe relevant parameter [7, 8]. Second approach,
is based on the probability analysis [9, 10, 11, 12]. In
this approach, statistical formulas are used to describe
TCP behavior in different stages. By aggregating mod-
els for all TCP stages, the full TCP behavior have can
be obtained.

In this paper, a stochastic Markov model for throughput
of the TCP Reno is derived. The model is validated by
comparing the results with the packet-level simulation
tool ns-2 [13].

2 TCP basic principals

TCP is areliable connection-oriented transport protocol
for packet switched networks. Reliability is achieved
by employing acknowledgments (ACKs) [14]. Using
ACKSs and sequence numbers, a transmitter tracks pack-
ets that are successfully delivered to a receiver. TCP op-
erates as state machine and for the TCP Reno, the states
are: slow start, congestion avoidance, fast retransmit,
fast recovery and timeout. Transition between states is
determined by a packet loss or acknowledgment of pre-
defined number of packets. During each stage, window
size w; is incremented or decremented by a different
rule. The window (buffer) represents maximum num-
ber of packets that can be sent without receiving any
ACKs. Time interval, from departure of the first packet
to the departure of the last packet in the window, rep-
resents a round. In the slow start state, window size
is incremented with each received ACK, but in conges-
tion avoidance state, window size is incremented by the
small amount of the window size 1/w;. The window
size varies with the rate of the packet loss in the net-
work. Hence, the packet loss probability increases with
a number of sent packets due to the congestion in the
network. When a packet loss occurs during the slow
start or congestion avoidance stage, there are two mech-
anism to detect it. First mechanism detects packet loss
by using timeouts (TO). The second mechanism detects
packet loss upon receiving the three duplicate ACKs.

3 Modeling TCP

There are several approaches for modeling of packet
switched networks. The most accurate network mod-
els are packet level models, where behavior of each
packet is modeled individually. These models are im-
plemented in network simulators, such as ns-2 [13].
They can be used for validation of analytical models.
The main drawback of packet level simulators is a large
computational effort required for large scale simula-
tions. Analytical models are based on the concept to
model the TCP behavior mathematically in order to re-
duce simulation complexity [9, 11, 12, 15]. These mod-
els do not describe TCP dynamics. They assume that
round-trip time and loss probability are constant and
there are no interactions between TCP flows. On the
other hand, fluid models overcome network scalability
problem by keeping track of average quantities for rel-
evant network parameters [16, 17]. Additionally, they
use the assumption that the bit rates are piecewise con-
stant. Hybrid models incorporate continuous time states
but also discrete-time logic [18, 19]. They introduce
reduction of the computing complexity by continuous
approximation of variables such as queue and window
size. Hybrid simulations require significantly less com-
putational resources than packet level simulators. How-
ever, solution of hybrid equations is still necessary in
order to simulate networks. One group of analytical
models are stochastic models [9, 10, 20] which intro-
duce reduction of computation resources and simula-
tion time by employing stochastic analysis. Main draw-
back of these models is that they can’t describe dynamic
behavior of TCP.

4 Stochastic Markov model

The TCP flow throughput is essential for the TCP per-
formance analysis. The throughput of the TCP flow is
obtained as average of the throughput in stages of the
TCP state machine [9]. In the TCP state machine, tran-
sition from one state to another is characterized by ap-
propriate probability (Fig. 1). Therefore, Markov chain
can be applied for the TCP behavior modeling [20].
This approach requires mathematical formulas for the
throughput and window size in each stage and assess-
ment of transition probabilities. Our analysis is based
on the following assumptions:

o Packet loss probability function is known.

e Packet losses occur only on the path from server
to client.

o Packet losses in two successive rounds are not cor-
related.

e Packet propagation time from client to server and
back is constant.
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Fig. 1 TCP state machine

Transition between state x to state y (Fig 1) occurs
with probability p;,. After the three way handshake
procedure is preformed, a TCP connections is estab-
lished and TCP model is initialized in the slow start
state. From slow start state (Fig 1. SS) TCP can transi-
tion to congestion avoidance (CA) state, fast retransmit
(FT) state or remain in slow start by going through the
timeout state. Transition from SS to CA state is de-
termined by conditional probability pgs.,. In the slow
start state, window size growth is limited by the value
ssthresh=65536 bits. If the packet loss probability is
p, then probability for the window size reaching the
ssthresh limit equals conditional probability psscq

Pssca :p(OA|SS) = (1 7p)M (D
where M = 2 - ssthresh/packet_size — 1 in pack-
ets. TCP can return SS to SS state (Fig 1) if packet
loss occurs. This transition is characterized by proba-
bility pssss Which is equal to probability of the packet
loss detection with TO mechanism. The value of p,gss
probability represents the sum of probabilities of cases
whether there was less then three successfully received
packets after the first packet loss in the current state.
The simplified equation for evaluation of pggss is:

Pssss = p(SS|SS) =Tgs0 + Tgs1 T Mgsn  (2)

where 7, Ty, , Tgg, are probabilities to have 0, 1 or

2 successfully sent packets after the first packet is lost.
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Transition from SS to FT is characterized by p.,y¢
which is equal to probability of packet loss detection
with TD mechanism:

Pssft = p(FT|SS) =1 — Pssca — Pssss (6)

Throughput for slow start state is:
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where E[ssd,.k] is expected value for the number of
ACKed packets in slow start state, P packet size in
bits, ¢;5 link speed, F[ssd] expected value for the total
amount of transmitted packets in slow start, F[i] aver-
age value of round in which packet drop occurred, ¢4
packet propagation time from transmitter to receiver, p
probability of packet loss and ¢, . average time to de-
tect packet loss. The average time to detect packet loss
is:

Rss

tapr = pssssE[tTo] + psscaE[tTD] (®)

where ¢, represents the time interval from emitting
the last packet in the window until the detection of
packet loss using the TD mechanism and ¢, repre-
sents the time interval from emitting the last packet in
the window until the detection of the packet loss using
the TO mechanism.

The number of ACKed packets in the slow start state
can be determined by analyzing two boundary cases re-
lated to the position of the lost packet in the window.
The first case corresponds to packet loss at the begin-
ning of the round (Fig. 2). The packet loss at the end of
the round (Fig. 3) is the second case.
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Fig. 2 Slow start state, packet drop occurred at begin-
ning of the round i
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Fig. 3 Slow start state, packet drop occurred at end of
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Taking into account the window growth limit ssthresh,
the expected value for number of ACKed packets in the
slow start state is:
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Expected value of the window size at the end of the
slow start state is:
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where A = FE[ssd,x| from equation (9), v coefficient
of exponential growth of window size and w, initial
window size. Expected value of the total number of
transmitted packets in slow start is:

E[ssdgck] = E[ssdack] + E[Wgs] (11)
Calculation of the throughput for the slow start state in
equation (7) requires information of average of rounds
in which packet loss occurred. This value can be de-
rived by averaging the round number with respect to the
slow start exponential window growth in the following

manner:
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Value of E[i] can be computed for finite value NV, in
such manner that the cumulative distribution function
(CDF) is higher then 0.995
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Throughput computation in the congestion avoidance
state is similar to the above approach. Throughput for
the congestion avoidance state can be expressed as:
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where E[cadgcr] is expected value of the number of
ACKed packets and F[cad] is expected value of the to-
tal amount of transmitted packets in congestion avoid-
ance state. Now, using the same analysis depicted in
(Fig. 2, Fig. 3) and rule for the window growth in
congestion avoidance state, we derive equation for ex-
pected value for number of ACKed packets for conges-
tion avoidance state:

1-p

E[Cadack] = T (15)

The expected value of the window size at the end of the
congestion avoidance state is:

1—
E[WCA] = \/2 p + w(?CA — Woca (16)
where w,,, is initial window size in the congestion
avoidance state

o = (1-p) M EW, 1+ (1-(1-p*) ET2 19y

W, is the window size at the end of previous state. The
probability of the transition between congestion avoid-
ance and slow start is equal to the probability of the
packet loss detection with TO mechanism:

Pcass = p(SS|CA) =Toao T Toar T Toan  (18)

where 7 ,,, T 4., T 4, are probabilities to have 0, 1 or
2 successfully sent packets after the first packet is lost.

Toao = pwi71 (19)
Toar = (1 - p)pwi_2(wi - 1) (20)
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During the fast retransmit state, the first lost packet in
the previous state is retransmitted with the probability
1 — p and unconditional transition to fast recovery oc-
curs.

In the fast recovery stage, TCP will remain for the dura-
tion of RTT xL time interval, where L is number of the
lost packets in the previous state (slow start or conges-
tion avoidance). This value can be determined by av-
eraging the number of lost packets in the window (Fig.
4).
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Fig. 4 Packet loss evaluation; z = 2k for slow start and
x = k for congestion avoidance
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For the slow start state, average number of the lost pack-
ets is:
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and for congestion avoidance state:
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Probability of transition to the congestion avoidance is
equal to the probability of having all lost packets suc-
cessfully recovered:

Pfrca = p(CA|FR> = (1 _p>NlOSt (24’)
where Nj,s: = N;4, when previous state was slow start
and Nj,st = Nj, when previous state was congestion
avoidance. If TCP do not recover lost packets in fast
recovery state it transition to slow start. Probability for
such outcome is:

Pfrss :p(SS‘FR) =1 — Pfrca (25)
The model for the timeout mechanism has been adopted

from [9], and its integrated in to slow start model for
overall model simplicity.

5 Simulation results

Derived model is validated by the simulations in the
packet level simulator ns-2. Since the TCP protocol is
primarily built for point-to-point communications [14],
this allows us to model entire network behavior and

complexity (packet drop mechanism, packet propaga-
tion time, network topology) with the single probabil-
ity of the packet loss p. Furthermore, test network con-
tains only two nodes, interconnected with the full du-
plex link.

Packet loss distribution function is chosen to be uniform
just for simulation simplicity. Model equations can be
easily redefined for any certain packet loss distribution
function.
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Fig. 5 Throughput for scenario link delay 12ms and link
speed 1Mbps

For each scenario depicted in Fig. 5 through Fig. 10,
measurements of the window size and throughput in all
states were obtained through a large number of simula-
tions so we could have more realistic picture for average
value of the measured parameters. Results obtained in
tests were averaged so they could be compared to the
values obtained from the derived model.
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Fig. 6 Throughput for scenario link delay 10ms and link
speed 10Mbps

Model accuracy has been tested on different sets of the
network configurations. The model results for scenar-
ion link delay 12ms and link speed 1Mbps is depicted
in Fig. 5 and for scenarion link delay 12ms and link



speed 20Mbps is depicted in Fig. 10. We observe from
this figures that model accuracy is slightly sensitive on
the links speed variations. Packet departure time be-
comes irelevant to throughput in cases of higher links
speeds. This is depicted in Fig. 6 and Fig. 7. Model
time granularity limits model accuracy up to one round
trip time. In other words, model accuracy improves in
cases of higher round trip time as it can be seen in Fig.
8 and Fig. 9.

Degradation in model arises from the fact that we didn’t
take in to account departure time of ACK’s and how
many there are of them. Since the model design is
based on the Markov chain, throughput computation of
the TCP flow requires acknowledgments of all packets.
However, throughput calculation in each state is instant
and thus our model reduces simulation time compared
to real TCP implementation.

6 Conclusion

In this paper we presented an stochastic Markov model
for the TCP Reno protocol. Improvements in accuracy
is achieved by detailed analysis of packets outcome af-
ter the packet loss. In other words we didn’t assume that
all packets after first packet loss are lost, which lead to
introduction of probabilities given by equations (2) and
(18). Second contributor to the accuracy comes due to
integration of models for all states of the TCP Reno in
to the stochastic Markov model.

The proposed model was validated by comparing the re-
sults from the model with the averaged values obtained
from the packet-level simulator ns-2. Our analysis was
confirmed by a large number of simulations. We ob-
serve that the model gives good description of through-
put for the TCP Reno. The derived model is applicable
only in the cases when a packet loss distribution func-
tion is known.
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Fig. 7 Throughput for scenario link delay 25ms and link
speed 10Mbps
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Fig. 8 Throughput for scenario link delay 12ms and link
speed 20Mbps
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speed 20Mbps
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