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Abstract  

The visually handicapped person can localize the position of the sound source 
only by hearing. The auditory space might be constructed on the auditory system 
in the brain. Such an auditory mechanism remains unknown. A human-like 
robot that can construct an auditory space with two microphones might reveal an 
alternative solution to clarify such a mechanism. The present paper describes a 
new computational algorithm for constructing a 2D auditory space with two 
microphones. The cross-power spectrum phase of the sound pressure transmitted 
from a broadband sound source in a reverberation room is discontinuous with 
respect to the frequency. The discontinuous phase differences spectra (images) 
are used to identify both the distance to the sound source and the azimuth of the 
sound source. A head and torso simulator with a built-in microphone in each ear 
was fixed at the center of the reverberation room. The 2D positions were 
identified for the source placed at various positions. The results showed that the 
source positions could be identified over a range of 3 meters and an approximate 
range of azimuths of from -50° to +50°.  
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1 Introduction 

The visually handicapped person can localize the 
position of a sound source only by hearing. The 
auditory space might be constructed on the auditory 
system in the brain. Such an auditory mechanism 
remains unknown. The 3D auditory space consists of 
the horizontal azimuth, the vertical azimuth of the 
sound source, and the distance to the source. The 
vertical azimuth of the sound source is beyond the 
scope of the present paper.  

As for the horizontal azimuth, several algorithms for 
sound source localization with two microphones using 
the interaural time difference (ITD) have been 
proposed [1,2]. A sound source can be localized with 
an average accuracy of ±1.5° for robotic acoustic 
tracking [3]. The present author proposed a 
computational algorithm for sound source localization 
using the frequency spectra of interaural phase 
difference (IPD) [4,5,6], because ITD sometimes 
provides an incorrect azimuth under the reverberative 
conditions. Nakashima et al. [7,8] proposed binaural 
models based on the ITD and the interaural level 
difference (ILD). However, the ILD is not useful for 
the far field under the reverberative condition due to 
its low signal level. 

Human characteristics of auditory distance perception 
were examined through psychophysical experiments. 
Gardner discussed human distance perception in an 
anechoic space [9]. Bronkhorst et al. reported that the 
energy ratio of the direct and reflected sound is 
important with respect to distance estimation in 
human hearing [10]. The results of Mershon and King 
indicated that the state of reverberation can serve as 
absolute cues for auditory distance perception [11]. 
Takahashi et al. investigated the dependence of the 
phase response of a transfer function on the distance 
to the sound source in the coherent field [12] by 
measuring sound pressure with a single microphone. 
The phase of sound pressure inevitably depends on the 
type of sound. 

The present paper describes a new algorithm for 
computationally identifying both the distance and the 
azimuth, which may be used to construct the 2D 
auditory space. The frequency spectra of interaural 
phase difference (IPD) were used to achieve 
independence from the type of sound and for 
adaptability to the far field in the reverberative 
condition. The cross-power spectrum phase of the 
sound pressure was measured to identify both the 
distance to the sound source and the azimuth of the 
sound source. A head and torso simulator equipped 
with a microphone in each ear was fixed at the center 
of the reverberation room. The 2D position of the 
sound source was identified for various source 
positions.   
   

 
 
 
 
 
 
 
 
 
 
 
 
        
               

2 Method and procedures 

2.1 Method 

Generally, the cross-power spectrum phase of the 
sound pressure, which is measured using a pair of 
microphones, is discontinuous over the range of 
measured frequency when broadband noise is 
transmitted from a loudspeaker in a reverberation 
room. The microphone detects the sound, synthesizing 
directly propagated sound and the sound reflected 
from the floor, walls, and ceiling. The reflected sound 
might affect this discontinuity. Such discontinuity in 
the frequency spectrum depends on the distance 
between the sound source and the microphones. In the 
present study, the discontinuous phase difference 
spectrum (images) is used to identify both the azimuth 
of the sound source and the distance to the source.  

The CAVSPAC method [6] is applied to identify the 
azimuth θ of the source. This method is briefly 
described as follows. A simple mathematical model is 
considered, as shown in Fig. 1. The sound propagates 
directly from the sound source to two sensors without 
reflection or diffraction. The sound source is set at a 
distant D in front of a pair of sensors, Mic1 and Mic2, 
separated from each other by a distance S. The phase 
difference   of the sound pressure between the two 

sensors is expressed as follows: 

c

df


360   (degrees)                           (1) 

where d is the path difference between paths AS 
and BS, f is the frequency, and c is the speed of sound. 
The phase is defined ambiguously, as follows: 

n360    (degrees)                      (2) 

where n is an integer. The value of  equals to that 

of n360 . The path difference is then defined  

Fig. 1  Geometry of the sound source and 
the sensors (plane figure) 
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as follows: 
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The azimuth of the sound source is calculated based 
on the plane geometry by solving Eqs. (3), (4), and (5) 
numerically:  
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The azimuth θ depends only slightly on the distance to 
the sound source D under the condition in which D/S 
is greater than 3. An arbitrary value of the distance D, 
which is three times greater than S, should be 
substituted in Eqs. (4) and (5) in order to find the 
azimuth. Multiple azimuths of the sound source are 
then defined at higher frequencies where the 
wavelength is shorter than the distance between 
sensors, corresponding to integer n. The frequency 
convergence of the phase difference is treated as 
additional information for finding the true azimuth, 
considering the broadband sound signal.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Next, a new method is proposed for determining the 
distance D to the source. Figure 2 shows a sample of 
the frequency spectrum of the phase difference of the 
measured sound pressure. The discontinuity of the 
phase difference spectrum is quantified as follows 
using the standard deviation. If 2m+1 data of the 
discrete phase difference are included within the 
frequency width Δf, where m is an integer, the 

standard deviation i   at the center frequency if  is 

given by the following equations: 
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where j  is the phase difference value at frequency 

jf , and i  is the average value at frequency if . 

The frequency spectrum of the standard deviation is 

obtained when the center frequency if  is swept over 

the measured frequency range. The frequency 
spectrum of the standard deviation is shown in Fig. 3. 
The average value S.D.AVE over the range of frequency 
from fmin to fmax depends on the distance to the source. 
However, S.D.AVE also depends on the azimuth of the 
sound source. Therefore, the relationship between 
S.D.AVE and the distance and S.D.AVE and the azimuth 
are measured experimentally and are stored in the 
database in advance. The distance is identified by 
referring to this database from the identified azimuth.  
 

2.2 Procedures 

The proposed algorithm is shown in Fig. 4. A pair of 
acoustical signals are measured simultaneously. The 
cross-power spectrum phase is calculated after the 
DFT procedure. Multiple azimuths are obtained for a 
target source at relatively high frequencies, because 
the phase difference spectrum leads to multiple 
azimuths due to the phase ambiguity. The frequency-
independent azimuth is extracted from these multiple 
azimuths using the azimuth convergence over the 
frequency. The average standard deviation of the 
distance is calculated from the same phase difference 
spectrum. The increase in S.D.AVE is corrected using 
the identified azimuth value. Finally, the distance D is 
identified by interpolating the data in the database.  

3 Applications 

Figure 5 shows the configuration of the head and torso 
simulator with two built-in microphones and a 
loudspeaker. The measurement and the data 
processing of the acoustical signals were conducted 
using a computer (Dell, GX280) equipped with a  
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Fig. 2  Method of calculating the frequency 
spectrum of the standard deviation from the phase 
difference of the sound pressure. 

Fig. 3  Frequency spectrum of the standard 
deviation and its average value from fmin to fmax.



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
24-bit A/D converter (N.I., PCI-4474). The head and 
torso simulator (Bruel & Kjaer, type 4128-C) was 
used for sound detection, as shown in Fig. 6. The 
distance between the two microphones was 
approximately 13 cm. The head and torso simulator 
was placed on a motor-controlled turntable. The sound 
source was a golf-ball-sized loudspeaker that had 
relatively broad directivity and a narrow source area. 
All measurements were performed at the center of the 
room. Broadband noise was transmitted from the 
loudspeaker. The parameters were set as Δf = 800 Hz, 
m = 160,  fmin = 4 kHz, and fmax = 11 kHz. 

3.1 Azimuth identification for the source 

A loudspeaker was placed at a distance of 3 m (D in 
Fig. 1) from the head and torso at a height of 1.2 m. 
Figures 7, 8, and 9 show the experimental results for 
the case in which the azimuth was set to 0°. The phase 
difference spectrum of the sound pressure in Fig. 7 
was discontinuous over the measured frequency. This 
discontinuous distribution (image) depends not only 
on the azimuth of the source but also on the distance  
to the source. The frequency spectra of the multiple 
azimuths for the source are shown in Fig. 8, which 
were calculated using Eqs. (3), (4), and (5). The true 
azimuth was obtained at approximately zero degrees 
at the peak in Fig. 9, at which the source azimuth 
converged over the range of frequency. The identified 
azimuths also approximately matched the true 
azimuths for distances of D = 1 and 2 m. The sound 
pressure was then measured when the azimuth θ of the 
head and torso simulator in Fig. 5 (D = 1 m) was 
changed by rotating the turntable. The relationship 
between the true source azimuth θ and the identified 
source azimuth is shown in Fig. 10 for different 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4  Algorithm for 2D position identification of a sound source. 
 

Fig. 5  Geometry of the head and torso 
simulator and the loudspeaker (plane 
figure). 

Fig. 6  Head and torso simulator with 
built-in microphones. 

Fig. 7  Phase difference spectrum 
 (D = 3 m, θ= 0°).
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microphone intervals. The identified azimuths were 
proportional to the true azimuths from -50° to +50°, in 
Fig. 10(a). For the azimuths exceeding 50°, the 
azimuths were obtained with a large dispersion. This 
limitation in the azimuth detection restricts the area 
for source localization. Figure 10(b) shows the case in 
which the microphone interval S was set to 50 cm, 
rather than 13 cm (see Fig. 1). This means that a 
different value of S is substituted into Eq. (4) for 
azimuth identification, while the microphone interval 
is physically maintained at 13 cm. The dispersion 
decreased over a wider range of azimuth with a longer 
interval. The interval S and the speed of sound c in 
Eqs. (3) and (4) are physical constants. The values of 
these parameters cannot be known in advance for the 
human auditory system. Nakashima et al. suggested 
that the physical constants could be estimated using a 
machine learning algorithm, such as a neural network 
[8]. The values of variables c and S should be adjusted 
to find the precise source azimuth θ using a machine 
learning algorithm. 
 

3.2 Distance identification to the source 

The loudspeaker was placed in front of the head and 
torso simulator. When the distance was changed from 
1 to 3 m, the relationship between the distance and the 
average standard deviation value was approximately 
linear, as shown in Fig. 11. The average value 
increased with distance. For a source placed directly 
in front of the head and torso, the distance can be 
calculated from the obtained average standard 
deviation value by interpolating the relation in Fig. 11. 
Figure 12 shows the ascent of the standard deviation 
value corresponding to the azimuth for the source. The 
average value S.D.AVE increased nonlinearly with 
increasing azimuth. This nonlinear relation varied 
greatly with minute variations in distance. The 
average was used for distance identification as the real 
line indicated in Fig.12. If the azimuth of the source is 
identified, then the average standard deviation value 
could be corrected using the ascent value interpolated 
in Fig. 12. Then, the distance can be identified from 
the corrected average value in Fig. 11. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8  Frequency spectra of multiple 
identified azimuths  (D = 3 m, θ = 0°). 

Fig. 9  Source azimuth convergence 
over frequency (D = 3 m, θ = 0°). 

Fig. 10  The identified azimuths corresponding to 
the true when Head and torso was rotated from -
80°to +80° with different values of microphone 
interval S ( D = 1 m ). 

(a) S = 13 cm 

(b) S = 50 cm 

Fig. 11  S.D.AVE as a function of the distance 
between the loudspeaker and Head and torso 
simulator  (θ = 0°). 
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3.3 2D position identification of the source 

The 2D positions of the loudspeaker were identified 
using the fixed head and torso with the loudspeaker 
placed at various positions. Fig. 13 shows a 
comparison the true position with the identified 
position of the loudspeaker. The 2D positions of the 
loudspeaker could be approximately traced. The four 
positions at a constant angle of +30° were identified 
with an error of 10 cm. The maximum error was 
approximately 45 cm at three positions at a constant 
distance of 2 m. The cross-frontal source position 
could be identified with a significant error in distance, 
because the distance identification process was 
complicated due to the dependence on the azimuth.  

4 Conclusion 

The 2D positions of the sound source were identified 
using the fixed head and torso when the loudspeaker 
was placed at various positions. Broadband noise was 
transmitted from the loudspeaker in the reverberation 
room. The discontinuous phase difference spectra  
(images) on the sound pressure were used to identify 
the azimuth of the sound source and the distance to the 
source. As a result, (1) the 2D positions of the 
loudspeaker were approximately traced, and (2) the 
source positions could be identified over a range of 3 
meters and an approximate range of azimuths of from 
-50° to +50°. 
As reported by Bronkhorst, Merson, and King, the rate 
of reverberation might serve as an absolute cue even 
for computational distance identification. This means 
that the identified distance inevitably changes 
depending of the reverberative condition of the room. 
Real-time relative distance detection will be 
investigated in the future in an attempt to detect 
movement by sound alone, such as approaching or 
going away.  
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